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Noise Removal Technique for Document Images
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Abstract

The documents may contain noise at the time of scanning, transmission or during converting into it in digital form. The noise may be
categorized after finding the features and may find the same patterns in the document image in order to obtain the accurate method for their
elimination. The removal of noise from the document image is an important phase for the development of high-quality Optical Character
Recognition (OCR) system. To make this possible, this paper presents a robust noise removal method for the noised natural document images.
As per proposed algorithm, the connected black pixels are identified and determined the number of pixels they contained. Then from the
collected data, density of the black pixels below which all the connected pixels represent noise is calculated. Those pixels having value less
then calculated values are removed. The results of proposed approach were tested against Weiner, Median, and Average filters. The value of
standard performance measures such as PSNR, F-measure and NRM are 22.77 dB, 82.36 and 1.09 for test imagel, 22.46 dB, 96.63% and
1.409 for test image2, 22.79 dB, 96.22% and 0.7927 for test image3, 24.01 dB, 96.63% and 0.3739 for test image4, 24.64 dB, 97.7949,

and .4833 for test image5. The obtained results of proposed approach are better as compare to average, Weiner and Median filters.
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I. INTRODUCTION

In day-to-day life we came across many documents. Usu-
ally most of these contain defects and degradations such as
complex backgrounds, non-uniform intensity, shadows,
bleed through ink, aging, ink fading, holes. Additionally,
these may carry some spots from the acquisition source
from where the document has been taken and some envi-
ronmental conditions [1]. Now a days digitizing the docu-
ments has become a usual practice. In this process, to cap-
ture the image of any document scanner and camera are the
important hardware. Noise and blur can be originated by
some situations such as environment condition, image sen-
sor problem, due to miss-focus, motion, and transmission
channel. Noise can also be induced in the document from
the sources like printing on low quality paper, printing by
old printers and old photocopying machines, images taken
by portable cameras such as mobile phone camera or
webcam of laptops. Restoration of morphological infor-
mation of the document’s image is an important tool to im-
prove the efficiency of OCR systems [2]. For noised docu-
ment image analysis, pre-processing is always required for
removing of isolated noise pixels and recovery of morpho-
logical structure of characters in a document image [3-4].

Thus, pre-processing is first most useful step to enhance the
performance of OCR systems [5].

There are plenty of manual approaches for document
smoothing which can be replaced by an automatic process.
Here, it is to observe that the filtering should not be applied
blindly as one filter does not suitable to all type of noises.
One type of filter may be unable to remove all type of noise
and, it causes the filtering process to be unsuccessful. There
may be some situations like either the type of noise which
is to be removed does not exist in the noisy image of the or
the strength of the filter may not be suitable for the removal
of noise [6]. Additive Gaussian noise may be reduced using
average filtering. Holes and stains may be removed using
high-pass filtering. Noise can also be reduced using adap-
tive binarization techniques. A good noise cleaning system
can be built if we could have a realistic noise model. In real
scenario, there are small, connected regions of black pixels
of varying shape and size scattered randomly over the
whole document image. They may be concentrated at one
place or the other there is no ordered arrangement or pattern
that they follow.

Noise in the image can be characterized by several noise
models like Gaussian, salt and pepper, Rayleigh, and sinus-
oidal noise etc. as described in literature [7]. So, it will be a
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good practice that first to identify the noise type then em-
ploy the apt filtering approach. In order to eliminate the
noise from the document image, the identification of the
types of noise and their classification is utmost important
phase [8]. But to characterize and classify the noise type
then initiate apt filtering operation automatically is a diffi-
cult process as the image of the document may contain sev-
eral noises. The title of each paper is expected to cover the
whole contents of the paper and it should as concise as pos-
sible.

The proposed algorithm removes noise while retaining
morphological elements. Based on experimental results,
this work proved that the proposed algorithm produces bet-
ter quality images compared with Weiner, median, and av-
erage filtering methods.

II. REVIEW OF LITERATURE

While reviewing the work carried out fellow researchers,
it is observed that there are mainly two approaches to sani-
tize the noise in document images using filtering process.
One of them is human classification based and other is
based on the batch application of the image filters.

Fellow researchers in [9-12] carried out the work based
on human classification approach for denoising the docu-
ment image using filtering process. Characterization of the
noise depends on the certain properties like shape, position,
grey values, and noise frequency in the document.

Ink blob noise, marginal noise [13], salt-n-pepper noise
[14-15] and complex background binarized patterns have
been categorized using rule-based features. The noise hav-
ing consistency with respect to these properties is known as
regular noise [16-17]. However, in [18] the authors used
grey level to differentiate between foreground from back-
ground [19-21]. Parker et al. [22] suggested a method which
based on local intensity gradient. The presented method
makes the differentiation between a pixel and its neighbors
by finding the contrast in the grey level. Some techniques
for removal of large size blocks of noise based on heuristic
rules were also presented by the researchers in [23-24].
Techniques based on window for morphological filtering
for the removal of small size noise blocks were also intro-
duced [24]. The methods described in [25] were used to
eliminate salt and pepper noise from a document image
with character, graphics, and a dithered area that was cre-
ated using the activity detection method. However, this al-
gorithm was unable to remove noise speckles adjacent to
graphical elements since these elements have been consid-
ered as apart of graphical element.

Moreover, noisy grey level images were used to extract
the entire shape of handwritten data using a multi-scale
technique. The intensity difference of strokes of spatial
scales have also mitigated in this approach [26]. In a similar
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way, [27] developed an approach based on a noisy spot
model with Gaussian spatial and grey value. A simple yet
powerful model of show-through effects has been con-
structed, and the use of adaptive linear filtering has been
demonstrated employing scans of both sides of a document
image in processing [28]. Some other techniques for mar-
ginal noise [13] and show-through effects [29] have been
studied in the literature. A robust frame extraction method
has been proposed in [30-31] to sanitize the noisy document
image. Chang et al. [32] proposed Connected Component
Labelling based approach for noise removal. In [33] an it-
erative method using k-means algorithm has been discussed
to eliminate the noise from the document using principal
component analysis technique. Al-Khaffaf’s approach for
elimination of salt-and-pepper noise from binarized image
of engineering drawings to segregate the neighborhood of
thin lines before removing the noise [34].

Furthermore, some algorithms for denoising the noisy
image based on heuristic approach were discussed in the
literature [35]. However, it is evident from these studies that
these heuristic approaches for denoising can solve the prob-
lem using heuristic search. The studies presented in [36]
found the use of Markov Random Field (MRF) in image
restoration is successful. Therefore, fellow researchers ap-
plied the MRF as pre-processing tool for the text region of
degraded images [37-40]. These studies show that the MRF
model’s efficiency is better than heuristics approaches, and
I strongly believe the reason for this that the MRF describes
the probabilistic dependency of neighboring pixels [41-45].
In [46] Huang et al. proposed an advanced noise reduction
and enhancement technique with the help of three modules
namely deep image prior (DIP) based module, image fusion
(IF) module and progressive refinement (PR) module. The
DIP-based module is used to learn contrast information and
to remove the noise present in the image. Next, the IF mod-
ule which is based on Laplacian pyramid decomposition is
applied to deal with shifting of color and amplification of
noise during image production. At last, the PR module is
used for improving the edge information for generating
noise free high-quality image.

Kim et al. [47] presented an approach of automatic fin-
gerprint verification system based on the block processing
scheme that include adaptive normalization method. Ob-
taining an improved fingerprint picture, the region of inter-
est of the fingerprint image is acquired after an input image
is divided into sub-blocks with the size of KxL. The settings
for picture normalization are then adaptively chosen in ac-
cordance with each block's statistical data. The block pic-
ture is normalized using these parameters for the subse-
quent step. The approach was evaluated using the NIST fin-
gerprint images, and their outstanding performance is con-
firmed.

Kim et al. [48] proposed a quick method for segmenting
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images based on wavelets transform and feature distribu-
tion applied to several resolutions. In order to quickly cal-
culate the ideal threshold values in a feature space, wavelets
transform is used to reduce the resolution of the original
feature space. One or more feature values are chosen as the
best threshold values based on this lower resolution version
of the given feature space. After that, the lower resolution's
optimal feature values are projected onto the original fea-
ture space. To find the best threshold values, a refining pro-
cedure may be added. Results from the experiments demon-
strate that a Kim et al. method is faster and effective than
Otsu Method.

In [49] llesanmi et al. presented a detailed study of vari-
ous methods used for denoising using CNN. The work dis-
cusses the denoising techniques mainly for two categories
of images—denoising for general images and secondly de-
noising for specific images a large number of CNN ap-
proaches have been studied along with different CNN im-
age datasets such as ImageNet, Places2, Berkeley Segmen-
tation Dataset etc. In [50] Thakur et al. analyzed various
image denoising techniques on the basis of PSNR quality
assessment metric. The results of best denoising techniques
have been discussed for different types of noises. For in-
stance, it finds that GCBD, PReLU, and BRDNet perform
well for Gaussian kind of noise in the literature. For Poisson
type of noise, MC2RNet and CNN+LSTM are most suita-
ble. Similarly, to deal with impulse type of noise removal
Blind CNN, and CNNCPSO did outperformed. For mixed
type of noise removal, CNN, EM-CNN, SDL and mixed
CNN are most suitable. Apart from it, DDFN and GRDN
denoiser have shown accurate performance in real word de-
noising.

2.1. Types of Filtering Methods

2.1.1. Median Filtering
Median filter is used extensively in denoising the noisy
image. This filter is a spatial nonlinear filter that can re-
move the noise especially salt and paper noise effectively
[38]. The filtering using this filter is performed by shifting
the center of the window by the median of the neighborhood
of the window center. However, this filter is less efficient to
preserve corners and thin lines in a document image [39].
The median of a set can be defined as the middle value of
the sorted set and for even numbers in the set of the values,
the median is the mean of the middle two. The merits of the
median filter are given below:
1. Median filter is more robust filter and is able to pre-
serve sharp edges.
2. For spiky types of noise Median filter is very efficient.
3. The median filter does not create new pixel value when
it crosses an edge because the value of the pixel in the
neighborhood must actually be the median value.

2.1.2. Median Filtering

The Weiner filter is used for adaptive filtering which pro-
vide better results than the contemporary linear filtering. It
is observed that this filtering not only preserves the edges
of the document image but also effectively preserves the
high frequency regions in the image [40]. The Weiner filter
works on the statistical parameters of the image and found
useful in restoration of the blurred and noisy image having
stationary noise. However, most of the images contain non-
stationary noise where the performance of this filter is
found unsatisfactory. For document images, the nonstation-
ary noise can be defined as large constant regions segre-
gated by sharp transition [44].

From a greyscale image ‘I’ the Weiner filtering can be
performed as in equation (1):

(0% = v3)U(x,y) — 1)
o2 '

(1

I(x,y)= u+

The merits of the Weiner filter are given below:

1. Wiener filter is the linear estimation of original images.

2. Wiener filter removes the additive noise and at the same
time it inverts the blurring.

3. Wiener filter is able to control the error.

4. During the noise smoothing and inverse filtering it tries
to minimize the mean square error.

5. It may analyze the statistical behavior of the signal.

Here the variable p represents the local mean, and the
estimated variance is represented as 6 and v* represents a
mean of all estimated variance of all pixel in the neighbor-
hood of 3x3.

2.1.3. Average Filtering

Averaging filter is useful to clean Gaussian noise which
is an identified mathematical model for white noise. Gener-
ally, it is caused by random variations in the signal [40]. The
Probability density function (PDF) for this noise is pre-
sented in equation (2):

—(z—ét)2 )
le 20
p(z) = “—— NTTE 2

Here the variable z represents grey level and the variable
p is the mean of average of the variable z. The parameters
o and o? are the standard deviation and the variance respec-
tively.

The merits of Average filter are given below:
1. Average filter is basically used for smoothing the im-
ages by reducing the value of intensity variation among
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the neighboring pixels.
2. It replaces the value of each pixel by average value of
neighboring pixels.

III. PROPOSED ALGORITHM FOR NOISE
REMOVAL

In OCR systems, presence of noise can reduce the recog-
nition rate of document images [45]. Therefore, pre-pro-
cessing of the document images is necessary for incon-
sistent noisy document images. The initial phase in the pre-
processing is the conversion of the grey image to the binary
image using Otsu’s method [40] and then the filtering pro-
cess is employed to clear the noise from the image [43].
This paper describes at a technique to mitigate the random
noise the document images in the following phases:

Step 1: First, the algorithm reads whole text image in the
top-down manner traverse each column of every row from
left to right pixel by pixel so that all the connected black
pixels areas are identified and are numbered these areas in-
clude both types of area which denote noise as well as char-
acter/information. For numbering of connected black pix-
els, the concept of flood fill is used. As the whole image is
treated as array of integers which have values from 0-255
in grey scale and 0 or 1 in case of binary image. Due to
these restrictions the concept of flood fill cannot be directly
applied to image as the number of black areas would be then
restricted to the range 0—255 i.e., only 256 separate regions
can be numbered in case of grey scale image and only two
in case of binary image. To cope with this, we work on the
image treating it as the pure integral array which does not
have to be concerned with intensity levels. In this way, we
can number as much area as in image starting from the 1
without any restrictions as shown in Fig. 1. Thus, we get the
virtual identity of each region.

Step 2: Here the determination the quantity of black pix-
els (BP) in each numbered region is carried out. The regions

.
- - . 3 .
- AV UNIVERSITY
~ - RAN

PAH["
i

These connected black pixels are nurmbered
including hoth naise as well as information

Fig. 1. Identification of noise and character region.
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having lesser quantity of black pixels are noise and larger
numbers of BP denote information. At this level, there are
two types of data, one is the number of black regions in the
image and the other is number of BP in each region. This is
represented graphically in Fig. 2.

Step 3: The data thus obtained can have several maxi-
mum values of the BP in any black region i.e., number of
BP can be in the range 0 to N, where N can take any integer
value so it would make the processing difficult as this range
is different for different images thus, we normalized the
data to the range of 5000. From the experiments, it is ob-
served that as the range of normalization is increased the
effectiveness of the method increases. Thus, we used the
normalization range of 5000. The advantage of using such
a large value is that the information about any of the regions
that is the number of black pixels within it is lost in mini-
mum scale in comparison if we use small value such as 100,
200 or 255.

The following formulas are used for the Normalization
of the data:

Normalized data of area number X =
(Number of pixels in area number X — 3)
Max. value — Min. value)xX,

where, Max. Value is the number of BP in a region which
contain maximum of BP among all regions; Min. value is
the number of BP in a region which contain minimum of
BP among all regions. X is the Value to which data is nor-
malized, we used X=5000.

Step 4: After the normalization, we had data representing
area having pixels in the range of 1-5000. Now, we deter-
mine the number of areas corresponding to each value of
pixels i.e., 1-5000 from the normalized data say DAT1
shown graphically as in Fig. 3. Black background is used to
make small values of data visible by indication them with
white in Fig. 3.

Now we must calculate/ determine the number of BP say

No of 3°°
pixels in
particular
area

o 10 20 30 40 50 60

No. of area in the image

Fig. 2. Number of pixels in each numbered area.
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No of pixels in normalized data

Fig. 3. Data (DAT1) representation.

NP for which all the region having number of BP less than
NP are considered noise and above it as information. To
determine NP for the image we had to determine NP first
for the normalized data and then convert it back to the range
from which it has been normalized. Since we aim to remove
the regions which represent noise, the noise regions are
generally lies at the lower side of DATT i.e., area having
lower values of number of pixels. We must increase the
weight of information (so that they become comparable to
noise which has large number of small areas) while deter-
mining NP for this we multiply number of areas in DAT1
with number of pixels they contain. In this manner the num-
ber of areas containing 1 pixel get multiplied by 1, area
containing 2 pixels is multiplied by 2 and so on thus the
area having higher number of pixels is multiplied by higher
values thus information being the area having good number
of pixels get multiplied by large values thus their weight is
increased, and they can be compared with large number of
noisy areas. Multiplication as described previously results
into data DAT2 (Shown in Fig. 4) which had increased
weightage of area having higher number of pixels in com-
parison to DAT1. After forming the DAT2 we need to cal-
culate the value of NP for this purpose we maximize the
between class variance of the represented graphical data as
shown graphically in Fig. 5. The value of the number of
pixels which had maximum between class variance is consid-

No. of areas
multiplied by
the no. of pixels
they contain to
increase the
weight of

g . [ T T T
information 1000 20 3000 40 5000

No of pixels form I to 5000 per normalization

Fig. 4. Data (DAT?2) representation.

Noise Information

—ecpi— —

I I

1 Pixel value P for which S000
mean between class
varlence 1s calculated

Fig. 5. Shows threshold criteria for removing noise.

ered as our required NP. Between class variance is calcu-
lated for each of the number of pixels i.e., is from 1 to 5000
and number of pixels for which between classes variance
has maximum values is considered as NP.

While determining between class variance for the pixel
values say P, we assume that pixel’s value below this value
is noise and above this is information

Weight (W) corresponding to pixel P is calculated using
equation (4):

W = Number of areas containing pixels below P 4)
or above P/ Total number of area.

Two weights are calculated, one is for pixels for noise
i.e., is Wy (pixels below p) and other is W, for information.

Mean of the values is calculated using the following for-
mula:

u=YxP(x). (5)

Here the variable x represents the number of pixels
whreas P(x) shows the weight pf pixels. Two values of
mean of the number of pixels represnting noise M; and
mean of the number of pixels representing information M,
are calculated one for pixels values below P and one for
above P.

Here, two types of variance is calculated V; for noise and
V, for information. Calculation of variance can be done
according to equation (6):

Var(x) = ¥ pi (i — 12, (6)
where P; = P(x) of intensity i.

Within Class variance is obtained with the help of the

following formula:

WT (within class variance)=(WxV) «(W2xV,). @)

Between Class Variance is obtained with the help of the
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following formula:
BCV(between class variance }= (W1 xW2)(M—M,)"*2. ®

The Between Class Varience is calculated for the pixels
value 1-5000 and the value for which it is maximum is
taken as NP. Now this calculated NP is needed to
transformed back to its range from the normalized form
so that it can be used to process noisy image. The value of
NP obtained after this is the number of black pixels that
must be present in any area if it is to be information.

For the removal of noise we take a white portion image
of same resolution and copy that areas which had value
equal to or more than NP address by address from noisy
image to new image. In this manner the newly obtained
image will be free from the noise.

Step 5: steps 1 to 4 are iterated six times for better
removal of noise.

IV. GROUND TRUTH BASED MEASURES

The performance analysis of the suggested method for
noise removal is presented using PSNR, NRM and F-
measure. These are briefly summarized as following:

4.1. Peak Signal-To-Noise Ratio (PSNR)

It is the ratio of the maximum power of a signal and noise
power that affects the fidelity of its representation.

2
PSNR =10-1og ¢ ) 9
MSE
where
M N ’ 2
_ Zix=1 Zy:l(l(x: y)—=1'(x,y)) (10)
MSE = UN .

Here original image is represented by I and I is binarized
version of the image

Noise Removal Technique for Document Images

4.2. F-measure

F-measure is the weighted harmonic mean of precision
and recall.

_ (1+alpha)xprecision+recall
F alpha —

(1)

((alphaxprecision)+recall)

4.3 Negative Rate Metric (NRM)

It is based on the pixel-pixel mismatching between the
ground truth and observations in a frame. F-measure can be
calculated using formula:

NRM = NRFN‘;&_ (12)
Where NRpy = F;ﬁ]FP. (13)
And NRpp = ——— (14)

where FN is false negative and FP is false positive pixels.
TN is true negatives and TP is true positive.

V. EXPERIMENTAL RESULTS AND
DISCUSSIONS

For experimentation, a dataset of handwritten as well as
printed Devanagari and English documents were collected
(sample images are shown in Fig. 6) from books, offices,
newspapers and artificial generated by computer. Two types
of high-quality real-life scanned document images viz noise
free and noised. In clean image, some random noise is in-
troduced using C** library function and the results for clean
and cleaned image after denoising can be compared on the
parameters explained in section 4. The average and Weiner
filtering are done using grey images then results are bina-
rized to calculate the evaluation measures.

5 - . I Trree
%; n gy Y gy, BedE
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axanevrza CaxapoBs EoXyIesADd B MRHECTEDCTES SHpa-
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Noise Removal Technique for Document Images

Chapter 4

Corrosion Standards and Control in the
Automobile Industry

Carl O. Durbin

Motor wehicles, passenger cars, and trucks are used in many parts of the
world. They are operated in all types of weather, parked outdoors when not
in wse, and thus, subjected to extremes of weather; high temperature, low
temperature, rain, snow, high relative humidity, ete. They are driven over
roads which have been salted for deicing or dust control purposes and
parked in wet garages. Engine cooling systems, exhaust sifencing and
related parts, hydraulic brake mechanisms, and various lubrication systems
are subjected to specific environments internally as well as the external
environments noted above,

The automobile is constructed primarily of steel and cast iron, but other
metals and altoys are used for specific parts. The general methods for
preventing corrosion are used, namely:

. Selection of a metal or alloy resistant 1o a specific environment.
2. Maodifying the cnvironment by adding corrosion inhibitors or by
keeping metal surlaces dry.
. Separating a corrodible metal from the environment with a pro-
tective coating such as paint or metallic coatings.
4, Use of sacrificial coatings or modification of electrode potential
with less noble metals.

twd

Industry Standards

Although the standards for corrosion resistance of automobiles and
trucks are generally set by each manufacturer for his products, competitive
pressures and common suppliers have caused a similarity in choice of
materials and coatings for equivalent parts. Some differences do exist
because of differences in design. The corrosion resistance standards for a
specific company are based on the Society of Automotive Engincers
Information Reports, Recommended Practices, and Specifications tem-
pered by experiences of the engineers of that company.

' Chrysler Corporation, Highland Park, Mich.
81

-. ) Chapu:i-' 4'

_. pered by experiences of the engineers of thai company.

Corrosion Slandards and Ccnirol in 'rhe
Auiomoblle Industry .

Carl Q. Durbin®

Moitor wehicles, passenger cars, and trucks are used in many parts of the ~
waorld. They are operated in all types of weaiher, parked outdoors when.fiot
in wse, and thus, subjecied to extremes of weather; high temperature, low
temperatare, Tain, snow, high relative humidity, efc. They are driven over

-roads which have been salted foi deicing or dust control purposes and -
parked in wet parages. Engpine ccmling- systems, exhaust silencing and

related pares, hydraulic brake mechanisms, and variows lubrication systems
are subjected to specific cll.\-'lr-.mrncnls ml:rnall\ as wellas the extérnal

© 7 envirenmehis noted above,

The automaobile is constructed primarily of steel amd cast iron, ‘but other . -
miétals and alloys are used for specific paris. The general methods Fm' -
preventing corrosion are used, namely: -

“1. Selection of a metal or alloy resistant Lo a spocific cn\-ironmu‘t
2. Modifying the environmenti by aoch:u; cmfmmu inhibitors or I:lﬂ\.I

- . keeping metal surfaces-dry.

-3__ Separating a &prrodible metal from the environmeni with @ pro=
- tective conting suth as paint of metallic coatings.
.. 4. Use of sacrificial coalings or mu-dul'u:allon of clectrode pmnntm}'
i with less noble metals.

Industry Stamdards

Although ihe standards for corrosion resistance of automobiles and”
trucks are generally set by.cach manufactyrer for his produets, competitive -
pressures and commaon suppliers have caused a similarity in choive of
materials and coatings” for -equivalent parts. Some differences do exist
bécause of dlﬂ—ClL‘M.E'S in design. The corrosion resistanceé standards for a
specific company arg based -on the Society of Aptomaotive Engineers
Information Reports, Recommended: Practices, a'1d Spcclﬁc.nuuns temt- -

' Chrysler Comporation, Highland Park, Mich
’ T

Original image-5(a)

Noised image-5(b)

Fig. 6. Samples of dataset used in experiment.

Based on results of imagel of Table 1, the PSNR of pro-
posed method (22.77 dB) is higher than average filter
(18.36 dB), Weiner filter (14.89 dB) and median filter
(18.26 dB). The F-measure of proposed method is
82.3644% which is greater than average filter (81.473%),
Weiner filter (32.154%) and median filter (79.5219%). The
proposed method has lower NRM (1.09061) with compari-
son to average filter (7.15771), Weiner filter (4.31239) and
median filter (6.40972).

Results of image 2 of Table 1 shows that PSNR of pro-
posed method (22.46 dB) is higher than average filter
(12.18 dB), Weiner filter (11.46 dB) and median filter (18.62
dB). The F-measure of proposed method is 96.2263%
which is greater than average filter (73.7318%), Weiner fil-
ter (60.309%) and median filter (92.0617%). The proposed
method has lower NRM (1.40903) with comparison to av-
erage filter (20.787), Weiner filter (6.94014) and median fil-
ter (5.01784).

Results of image 3 of Table 1 dictates that PSNR of pro-
posed method (23.79 dB) is higher than average filter
(19.12 dB), Weiner filter (14.49 dB) and median filter (20.27
dB). The F-measure of proposed method is 96.7298%which
is greater than average filter (92.049%), Weiner filter
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(67.4895%) and median filter (93.5766%). The proposed
method has lower NRM (0.792766) with comparison to av-
erage filter (7.0705), Weiner filter (3.00505) and median fil-
ter (4.14711).

Results of images 4 and 5 shown in Table 1 are also
promising as compared to average, Weiner, median filters.
Hence, the experimental results and comparison with aver-
age, Weiner and median filters proved the accuracy of the
proposed technique on the noised document images.

Fig. 6 shows the noise free (ground truth images) and
noised document image samples. Fig. 7 shows the compar-
ison results of noised document images of average, Weiner,
median filters, and proposed method. Fig. 8 shows the re-
sults of average, Weiner, median filters, and proposed
method.

VI. CONCLUSION

To share or preserve information, operations like
printing, photocopying, and scanning are necessary. These
operations add noise in the document iamge and degarde
the quality of the image. In present work, a novel approach
is disscussed by the authors for cleaning the noise from the
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Table 1. Comparison of proposed method with average, weiner, median filters using different evalualtion measures.

Original image vs noise

Orignal image vs output images of average,

Original image vs output image

introduced image weiner and median filters of proposed method
F- -
Image PSNR  F-measure NRM  Filter ~ PSNR e NRM  PSNR  F-measure NRM
(resolution) ure
Average 18.36dB  81.473%  7.15771
Imageno.l 5 /0B 0452519% 484555 Weiner  1489dB  32.154% 431239 22.77dB  823644% 1.09061
(1822%1590)
Median 1826 dB  79.5219%  6.40972
Average 12.18dB  73.7318%  20.787
(I;T)zgxelrs‘g% 18.64dB  92.3455% 6.03096 Weiner 1146 dB  29.1663% 6.94014 2246 dB 96.6344% 1.40903
Median 18.62dB 92.0617% 5.01784
Average  19.12dB  92.049% 7.0705
g‘;g;ggj) 1943dB  92.4561% 621288 Weiner  14.49dB  67.4895%  3.00505 22.79dB 96.2263% 0.792766
Median 20.27dB 93.5766%  4.14711
Average  19.53dB  91.3193%  6.77008
Image no.4 o ) o
(1784x2703) 23.02dB 95.9232% 2.49492 Weiner 14.13dB  53.6225%  2.56231 24.01 dB 96.6342% 0.37392
Median  20.30dB  92.2412%  3.75177
Average  19.13dB  92.7348%  6.27126
(iT;g:;;éz) 2257dB  96.7135% 2.48476 Weiner 12.72dB  49.4689%  3.42444  24.64 dB 97.7949% 0.483374
Median 21.48dB 95.5001%  2.39183
Image Average Weiner Median Proposed method
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real life document images. The clean image and the
processed image have been taken for and on the basis of
three evaluation measures: PSNR, F-measure, NRM, and
comparision with results of average filter, Weiner filter, and
median filter, proposed method of noise removal is
observed promising.
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