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I. INTRODUCTION  

With the changes in the economic situation, people have 
entered the era of the knowledge economy. In all develop-
ment thinking dominated by intelligence, human resources 
have become the focus of competition for enterprises. Hu-
man resource assessment evaluates the skills, abilities, 
knowledge, and performance of employees or job candi-
dates to determine their suitability for an organization's job 
or role. It can involve various methods, such as interviews, 
skills tests, personality assessments, and performance eval-
uations. Human resource assessment is an integral part of 
the recruitment and selection process, as well as ongoing 
performance management and career development. By as-
sessing the strengths and weaknesses of individual employ-
ees, employers can identify areas for improvement, provide 
targeted training and development opportunities, and make 
informed decisions about promotions, transfers, and other 
career advancement opportunities. Effective human re-
source assessment can help organizations to build a strong 
and highly skilled workforce, improve employee productiv- 

ity and retention, and achieve their business goals more ef-
fectively. Behind the competition, how to comprehensively 
manage and assess these human resources is considered the 
key to improving the efficiency of human resources. There-
fore, constructing an artificial intelligence-based human re-
source assessment is essential in improving the enterprise's 
human resource management decision-making, thereby ac-
celerating the optimization of the enterprise's talent struc-
ture [1-2]. Although the assessment includes salary man-
agement, training management, personnel management, 
and other content, to some extent, these contents still need 
to adapt to the current rapidly changing enterprise environ-
ment and competitive environment. Simultaneously, from 
the functional analysis of the system, many systems still 
need to be expanded to simple data entry, storage, and query 
functions, without truly integrating intelligence into the 
system and using some data mining techniques for em-
ployee performance evaluation [3]. In this way, it could be 
more conducive to the development of employees. As the 
focus of enterprise development, human resources can be 
assessed relative to creating a good and fair environment 
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for the majority of enterprise employees and ultimately im-
proving the enthusiasm of employees, which has become 
the focus and key of current thinking [4-5]. 

Human resource assessment methods refer to the various 
techniques and tools used to evaluate employees' or job can-
didates' skills, abilities, knowledge, and performance. 
Many different methods can be used for human resource as-
sessment, and the choice of method will depend on the spe-
cific needs and goals of the organization and the job posi-
tion being evaluated. Some standard methods used for hu-
man resource assessment include interviews, cognitive or 
aptitude tests, personality assessments, performance evalu-
ations, assessment centers, skills tests, and 360-degree 
feedback. It is important to note that each of these methods 
has its strengths and weaknesses, and the choice of method 
should be based on the specific needs and goals of the or-
ganization. Additionally, it is essential to ensure that the as-
sessment methods used are fair, reliable, and valid and com-
ply with relevant legal and ethical standards. Human re-
source assessment criteria refer to the specific standards or 
benchmarks used to evaluate employees' or job candidates' 
skills, abilities, knowledge, and performance. The criteria 
used will depend on the specific needs and goals of the or-
ganization and the job position being evaluated. Some com-
mon criteria used for human resource assessment include 
job-related competencies, performance metrics, behavioral 
indicators, personality traits, educational qualifications, and 
work experience. Most strikingly, it is important to clearly 
communicate the assessment criteria to candidates or em-
ployees and provide feedback on how they are evaluated 
throughout the assessment process. By using precise and 
relevant assessment criteria, organizations can more effec-
tively evaluate the suitability and potential of employees or 
job candidates for a particular role. Many environmental 
factors can impact the human resource assessment process, 
creating problems or challenges. Problems in the human re-
source assessment process environment include bias and 
discrimination, inaccurate or incomplete data, lack of stand-
ardization, legal and ethical issues, lack of training or ex-
pertise, and limited resources. By identifying and address-
ing these environmental problems, organizations can im-
prove their human resource assessment processes' accuracy, 
fairness, and effectiveness and make better-informed deci-
sions about recruitment, development, and performance 
management. 

Internet of Things (IoT) nodes can be quickly controlled, 
allowing real-time feedback and manipulation of collected 
data without interference from monitoring [6]. For example, 
it supports automatic data processing of salary changes 
caused by salary system reform, salary standard adjustment 
and grading, promotion, and rank promotion. The system 
automatically adjusts the salary ratio when employees face 
job changes such as transfer and promotion. Support the es- 

tablishment of salary, insurance, and welfare accounting 
rules in the system and automatically calculate the corre-
sponding results according to these rules. With the rapid de-
velopment and popularization of smart terminals, and the 
successful deployment of the fifth-generation mobile com-
munication network (5G), the data amount generated by the 
network is growing exponentially. Therefore, neither termi-
nal devices nor cloud computing can efficiently solve such 
problems, and mobile edge computing (MEC) comes into 
being [7]. Although MEC can offload computing to the 
edge, the ability of edge servers to process data per unit of 
time is limited. Therefore, it is necessary to design an effi-
cient offloading scheme. Based on overall consideration of 
latency, energy consumption, and cost, decide whether the 
task is to be executed locally or offloaded to an edge server 
to improve the resource utilization of the MEC system. Ad-
ditionally, the relevance and usefulness of the data collected 
from IoT nodes may vary depending on the job position and 
the assessment goals. That being said, there are certain sit-
uations where collecting data from IoT nodes can be helpful 
in human resource assessment. For example, if an employ-
ee's job involves physical activity or heavy machinery op-
eration, sensors on IoT devices could be used to monitor 
their movements and identify potential safety hazards. Sim-
ilarly, if an employee's job involves customer service or 
sales, data collected from IoT devices such as chatbots or 
social media could be used to evaluate their communication 
skills and customer satisfaction levels. Ultimately, the deci-
sion to collect human resource assessment data from IoT 
nodes should be based on careful consideration of the po-
tential benefits and risks and compliance with relevant pri-
vacy and data protection regulations. 

It is necessary to process the data collected by the IoT 
nodes in real-time to meet the needs of human resources 
assessment management [8]. The data collected for human 
resource assessment can vary depending on the specific 
needs and goals of the organization and the job position be-
ing evaluated. However, some common data types that may 
be collected during a human resource assessment include (i) 
Personal information. This includes basic information such 
as the employee's name, contact information, and employ-
ment history. (ii) Education and training. This includes in-
formation about the employee's educational qualifications 
and any training or certifications they have received that are 
relevant to their job. (iii) Work experience. This includes 
information about the employee's previous roles, responsi-
bilities, and accomplishments. (iv) Skills and competencies. 
This includes information about the employee's technical 
and soft skills, as well as any specialized knowledge or ex-
pertise they have that is relevant to their job. (v) Perfor-
mance evaluations. This includes information about the em-
ployee's performance on the job, including feedback from 
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supervisors and colleagues, as well as any metrics or KPIs 
used to measure job performance. (vi) Personality and be-
havioral traits. This includes information about the employ-
ee's personality, work style, and behavioral traits that may 
impact their job performance. (vii) Job-specific data. This 
includes any additional data relevant to the specific job po-
sition being evaluated, such as sales figures for a salesper-
son or customer satisfaction ratings for a customer service 
representative. By collecting and analyzing these data types, 
organizations can better understand their employees' 
strengths and weaknesses and make more informed deci-
sions about recruitment, training, and performance manage-
ment. With the development of information and communi-
cations technology, data has grown exponentially. How to 
use the data generated by the IoT nodes and find the re-
quired information in the data to serve human resources as-
sessment has become a current research hotspot. Data min-
ing is an effective means of processing massive data. Data 
mining analyzes and processes specific types of data, dis-
covers potential laws contained in it, and assists people in 
making correct decisions [9]. Data mining is the focus of 
data mining to discover the regular information or potential 
value contained in it by processing data. Data mining meth-
ods include supervised learning, association analysis, clus-
ter analysis, feature selection, and extraction [10-11]. Clus-
ter analysis refers to using specific technical means to dis-
cover the inherent law of data, and according to the law of 
the data is scientifically classified. Cluster analysis is an im-
portant method and critical data mining process, directly af-
fecting the final result [12-13]. It is one of the critical re-
search contents in the field of data mining at present. 

The main contributions of this study are summarized as 
follows. First, an IoT-driven edge computing task offload-
ing scheme is proposed. Then, a fuzzy weighting clustering 
algorithm based on soft subspace combined with a compet-
itive merging mechanism is proposed. 

The remainder of this paper is organized as follows. Sec-
tion II presents related studies on the application of IoT in 
human resource management, task offloading strategies in 
MEC, and soft subspace clustering. Section III conducts 
IoT-driven edge computing task offloading. Section IV pro-
poses feature weighting-based human resource data cluster-
ing. Subsequently, Section V presents the simulation results 
and analyses. Finally, Section VI concludes the paper. 

  

II. RELATED WORK 

2.1. Application of IoT in Human Resource Manage-
ment 

Literally, the focus of human resources assessment is on 
the assessment. However, human resource teams across 

multiple industries are leveraging the IoT to improve em-
ployee health, safety, productivity, and comfort. In human 
resource management, the human resource manager super-
vises and enhances the relationship between employees, 
from hiring to firing. They must hire the right person for 
their enterprises to close the skills gap between employees, 
ensure the safety and comfort of their employees, and pro-
vide them with the necessary services and benefits [14-16]. 
Human resource managers must constantly monitor and 
track employee work, behavior, activities, and comfort. 
Traditionally, human resource managers monitor employ-
ees by observing them, using feedback forms, or integrating 
monitoring software into their computers. However, this 
monitoring method needs to provide accurate and objective 
assessments, which can lead to better communication and 
decreased employee engagement [17]. Therefore, such con-
sequences can be avoided by using the IoT in human re-
source management. 

IoT in human resource assessment can help human re-
source managers perform almost all recruiting, monitoring, 
or paying duties [18-20]. Only in a few cases does the hu-
man resource manager get honest feedback. Even so, it was 
achieved through much hard work. Getting honest feedback 
is vital for human resource leaders to take steps to improve 
the overall workplace and workforce. IoT devices can re-
duce the burden on human resource specialists while col-
lecting feedback. 

  
2.2. Task Offloading Strategies in MEC 

IoT nodes need to meet the characteristics of low latency 
after collecting data, which cannot be satisfied by tradi-
tional cloud computing task scheduling [21-22]. In [23], the 
authors used the Markov decision process to propose a one-
dimensional search algorithm to solve the power-limited la-
tency minimization problem, which was an optimal search 
algorithm. However, this method needs to obtain accurate 
information, such as the channel quality of the cluster and 
the task arrival rate in advance, which has certain limita-
tions in practical application. In [24], the authors used the 
optimized results of the sequential quadratic programming 
method to train the deep neural network to reduce latency 
and energy consumption. However, this method is also lim-
ited to the single-edge server scenario. In [25], the authors 
proposed a multi-platform resource offloading algorithm, 
which used the k-nearest neighbor algorithm to select cloud 
computing, edge computing, or local computing and then 
optimize resource allocation through reinforcement learn-
ing. However, it focuses more on latency optimization and 
ignores device energy consumption. Additionally, some 
kinds of literature use heuristic algorithms to solve the edge 
computing offloading problem. In [26], the authors pro-
posed a novel network architecture and used Lyapunov sto- 
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chastic optimization tool to solve the problems of latency 
and reliability constraints of calculation and transmission 
power minimization. In [27], the authors use heuristics such 
as first-fit, online-first, and linear programming to optimize 
energy and latency problems. When using the heuristic al-
gorithm to solve the problem of large-scale task offloading, 
due to the high dimensionality of the problem, it takes too 
long to generate offloading decisions, so it cannot meet the 
needs of real-time task processing. 

Currently, most edge computing offloading strategies are 
based on a priori distribution or historical data. Since task 
offloading in MEC is transmitted wirelessly, available re-
sources change dynamically with factors such as channel 
quality, task arrival rate, and energy. Therefore, a priori dis-
tribution or historical data predicting algorithms are diffi-
cult to apply in actual scenarios [28-30]. Based on the short-
comings of the above research, the offloading scenario is 
defined as a multi-IoT nodes multi-edge server scenario. 
Considering the latency, energy consumption, and cost fac-
tors simultaneously, a multi-IoT nodes cooperative relation-
ship is proposed. On the premise of ensuring the maximum 
latency, the energy consumption and cost are reduced, and 
the resource utilization rate of the edge server cluster is im-
proved. This study introduces deep reinforcement learning, 
combines the decision-making ability of reinforcement 
learning with the perception ability of deep learning, and 
relies on the representation learning of robust deep neural 
networks to solve the high-latitude dynamic task offloading 
problem [31]. 

  

2.3. Soft Subspace Clustering 
The soft subspace clustering algorithm obtains the im-

portance of each data feature by weighting the individual 
features in each data cluster to find the subspace where the 
features with large weights are located [32]. Compared with 
the hard subspace clustering algorithm, people pay more 
and more attention to the soft subspace clustering algorithm 
because of its better flexibility and adaptability to data pro-
cessing. The soft subspace clustering algorithm is integral 
to the cluster analysis algorithm. It distinguishes the im-
portance of features by assigning weighting coefficients to 
different data features and realizes flexible control of the 
clustering results. The key factors that affect the perfor-
mance of the soft subspace clustering algorithm include the 
number of data clusters and the initial clustering center [33]. 
An excellent clustering algorithm should be able to con-
verge to a reasonable number of clusters, and the initial se-
lection of clustering centers has little influence on the clus-
tering results. Currently, popular clustering methods in-
clude data cluster evaluation criteria, cluster visualization, 
and fuzzy clustering methods. Although these methods can 
obtain a reasonable number of clusters, considering various 
data features must be more comprehensive. 

III. IOT-DRIVEN EDGE COMPUTING 
TASK OFFLOADING 

3.1. Network and Task Modelling 
The model built in this study is the multi-edge server 

model of the IoT nodes, which is the task offloading sce-
nario of edge computing. As shown in Fig. 1, the model in-
cludes 𝑁  edge servers (ES) and 𝑀  smart devices (SD), 
where ES is deployed on the base station, and SD transmits 
data through a wireless link. Tasks on SD can be executed 
locally or on ES based on the latency and power consump-
tion requirements. 

Given task granularity [34], this study adopts fine-
grained task partitioning regarding resource utilization and 
computational complexity. Each task on the IoT nodes can 
be divided into 𝑘 subtasks, and different subtasks can be 
executed on different ES or locally, thus reducing the com-
puting latency. The task set is defined as 𝑅, 𝑅௜௝ ≜ሺ𝐷௜௝௜௡, 𝐶௜௝, 𝐷௜௝௢௨௧, 𝜔௜௝௠௔௫ሻ , where 𝑖 ≤ 𝑀, 𝑗 ≤ 𝑘 . 𝐷௜௝௜௡  repre-
sents the data amount entered by the 𝑗th subtask on the 𝑖th 
IoT node, including codes and input parameters. 𝐶௜௝ rep-
resents the computing resources required to execute the 𝑖𝑗 th subtask. Here, the computing resource refers to the 
CPU. It is assumed that the computing resource required to 
execute the task on the CPU of the local IoT node is the 
same as that required to execute the task on the CPU of the 
ES. 𝐷௜௝୭୳୲ represents the result data obtained after complet-
ing the 𝑖𝑗th subtask computing, and 𝜔௜௝୫ୟ୶ represents the 
maximum latency constraint for executing the 𝑖𝑗th subtask. 

 𝑋 = ൭ 𝑥ଵଵ ⋯ 𝑥ଵ௞⋮ ⋱ ⋮𝑥ெଵ ⋯ 𝑥ெ௞൱. (1)

 
If 𝑥 ∈ ሼ0,1,2, ⋯ , 𝑝, ⋯ , 𝑁ሽ, 𝑥 = 0 indicates that the sub- 

 
  

Fig. 1. Network model diagram. 
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task is executed locally. If 𝑥 = 1 , the subtask will be of-
floaded to ES whose number is 1. Similarly, 𝑥 = 𝑝 indicates 
that the subtask will be offloaded to ES whose number is 𝑝. 

Assuming that the latency of the local processing task is 
generated only by the CPU, which is defined as follows. 

  𝑇௜௝ௌ஽ = ஼೔ೕ௙೔ೄವ, (2)
  

where 𝐶௜௝ is the computing resource required by 𝑅௜௝. Spe-
cifically, it is the number of CPU clock cycles required to 
execute 𝑅௜௝, and 𝑓௜ௌ஽ represents the CPU clock speed of 
IoT node 𝑖. 

Suppose 𝑅௜௝ needs to be offloaded to the ES for execu-
tion. In that case, it is necessary to analyze the latency on 
the ES from three aspects: sending latency, transmission la-
tency, and processing latency, defined as follows. 

  𝑇௜௝ாௌ = ஽೔ೕ೔೙௩೔ೄವషೠ೛ + 2 ௟ೄವషಶೄ௩೟ೝೌ೙ೞ + ஼೔ೕ௙೛ಶೄ + ஽೔ೕ೚ೠ೟௩೛ಶೄషೠ೛, (3)

  

where 𝑣௜ୗୈି୳୮ is the upload speed of IoT node 𝑖, 𝑣௣୉ୗି୳୮ 
is the upload speed of edge server 𝑝, 𝑣୲୰ୟ is the transmis-
sion speed on the channel, 𝑙ୗୈି୉ୗ is the length of the chan-
nel between the IoT node and the edge server, 𝑓௣୉ୗ is the 
CPU frequency of the edge server 𝑝, and 2𝑙ୗୈି୉ୗ 𝑣୲୰ୟ⁄  is 
the round-trip transmission latency. 

When there is the dependency between subtasks, the total 
latency is the sum of the latency of subtasks executed lo-
cally plus the sum of subtasks executed on the edge server. 

 𝑇௜ = ∑ 𝑇௜௝ௌ஽ + ∑ 𝑇௜௝ாௌ. (4)
 

When subtasks are independent, the total latency is the 
maximum latency of all subtasks on the 𝑖th IoT node. 

  𝑇௜ = 𝑚𝑎𝑥൫𝑇௜௝ௌ஽, 𝑇௜௝ாௌ൯. (5)
  

Assuming that the energy consumption generated by 
tasks executed locally is only related to the CPU, the energy 
consumption model is defined as follows. 

  𝐸௜௝ாௌ = 𝑝௜ௌ஽ + 𝑇௜௝ௌ஽, (6)
  

where 𝑝௜ௌ஽ is the CPU power of IoT node 𝑖. 
When offloading, the energy consumed by the 𝑗th sub-

task on 𝑆𝐷௜ at the IoT node side is defined as follows. 
  𝐸௜௝ாௌ = 𝑝௜ௌ஽ି௨௣ ஽೔ೕ೔೙௩೔ೄವషೠ೛ + 𝑝௜ௌ஽ି௙௥௘௘ ቆ2 ௟ೄವషಶೄ௩೟ೝೌ + ஼೔ೕ௙೛ಶೄ +      ஽೔ೕ೚ೠ೟௩೛ಶೄషೠ೛ቇ, (7)

where 𝑝௜ୗୈି୳୮ is the upload power of the CPU of IoT node 𝑖, and 𝑝௜ୗୈି୤୰ୣୣ is the discharge power of the CPU of IoT 
node 𝑖 when it is idle. 

The cost refers to the cost paid to the operator by the user 
for using the computing resources provided by the operator. 
Therefore, the cost is only incurred after offloading and 
does not involve the local execution part. In this study, the 
cost model based on the remaining computing resources is 
used; that is, the more computing resources are left, the 
lower the cost paid by the user, which is defined as follows. 

 𝐹௜௝ = 𝑇௜௝ாௌ × 𝑢ாௌ × 𝑅௣ாௌ × 𝑇𝑜𝑡௣ாௌ, (8)
 
where 𝑢ாௌ represents the price per unit time of the edge 
server, 𝑅௣ாௌ represents the utilization rate of computing re-
sources of server 𝑝, and 𝑇𝑜𝑡௣ாௌ represents the total com-
puting resources of server 𝑝. 

IoT nodes' edge computing task offloading problem is an 
optimization problem. The goal of this study is to minimize 
energy consumption and cost under the premise of guaran-
teeing latency and improving the resource utilization rate of 
the MEC system while extending the battery life of IoT 
nodes. The objective function is defined as follows. 

 

൞ℒ = 𝛽 ∑ ∑ 𝐸௜௝ + 𝜀 ∑ ∑ 𝐹௜௝௞௝ୀଵெ௜ୀଵ௞௝ୀଵெ௜ୀଵ 𝑚𝑖𝑛௑ ሺℒሻ𝑇௜௝ ≤ 𝜔௜௝௠௔௫ , (9)

 
where 𝛽  and 𝜀  are the weights of energy consumption 
and cost, respectively. 

 
3.2. Model Solving 

This study proposes a partially observable and fully co-
operative edge computing task offloading algorithm based 
on deep reinforcement learning to solve the above model. 
In fact, due to the instability of the underlying physical link, 
the state of the edge server cannot be observed entirely, 
which is called partially observable [35]. In the reinforce-
ment learning of IoT nodes, each IoT node is autonomous 
and interactive, which independently receives the status in-
formation of the edge server and decides the current of-
floading scheme according to its policy function. At the 
same time, IoT nodes communicate with each other to 
jointly optimize the target value, and a comprehensive 
standard judges the overall offloading effect. 

Markov decision process (MDP) generally contains state 
space (𝑆), action space (𝐴), and reward function (𝑅) [36]. 
The state space 𝑆 is defined as follows: resource surplus 
vector 𝑈, decision matrix 𝑋, and objective function ℒ. 

 𝑆 = ሾ𝑈, 𝑋, 𝐺ሿ, (10)
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where 𝑈 = ൣ𝑢ଵ, 𝑢ଶ, ⋯ 𝑢௣, ⋯ , 𝑢ே൧ , and 𝑢௣  represents the 
computing resources available to the ES with number 𝑝. 

The action space 𝐴  represents all actions that can be 
taken in each state, which is defined as follows. 

  𝐴 = ሾ𝑖, 𝑗, 𝛾ሿ, (11)
 

where 𝛾 is the offloading scheme of the 𝑗th subtask on the 
IoT node 𝑖, and 𝛾 ∈ ሼ0,1,2, ⋯ , 𝑝, ⋯ , 𝑁ሽ. 

The reward function 𝑅 represents the reward obtained 
by the IoT nodes according to the environmental feedback 
after performing actions and state transitions, which is de-
fined as follows. 

 𝑅 = ℒ೟ିℒ೟శభℒೄವ , (12)
 
where ℒ௧ is the objective function value in period 𝑡, ℒ௧ାଵ 
is the objective function value in period 𝑡 + 1 after the IoT 
node makes the response action 𝐴௧ in state 𝑆௧, and ℒௌ஽ 
is the objective function value when the task is executed 
locally. The above three objective function values are cal-
culated using equation (9). It should be noted that when ex-
ecuted locally, the objective function does not have a cost 
part (equal to zero), only an energy consumption part and 
latency constraint. When ℒ௧ାଵ ൐ ℒ௧, that is, after the ac-
tion 𝐴௧ is executed, ℒ becomes large; that is, the energy 
consumption and cost increase, which develops in the un-
desired direction and gives a negative reward. Conversely, 
a positive reward is given. 

 
3.3. DRQN-Based Task Offloading 

Deep recurrent Q-network (DRQN) is an improvement 
to deep Q-network (DQN), which uses a recurrent neural 
network (RNN) to solve partially observable MDP 
(POMDP) to improve DQN performance. In the MEC ap-
plication scenario, due to the instability of the underlying 
physical link and the limitations of the IoT node's percep-
tion, it is difficult for the IoT node to receive accurate state 
information of the environment in the current period, lead-
ing to the POMDP problem [37]. DRQN retains the previ-
ous state information, supplements the current state infor-
mation, and solves the problem of missing values. The spe-
cific implementation process is to replace the first fully con-
nected layer after the convolutional layer in DQN with a 
long short-term memory network and RNN. The DRQN ar-
chitecture is shown in Fig. 2. 

The state information returned by the edge server ES is 
used as input. The convolutional layer performs convolu-
tion operations on the state information to obtain a feature 
map, which is transferred to the LSTM layer. LSTM sup-
plements the state information according to the previous 
memory, updates the memory, and finally outputs the 𝑄 

value through a fully connected layer. Here, ℎ௧ is the re-
turn value of the network at the previous time step, that is, ℎ௧ = 𝐿𝑆𝑇𝑀ሺℎ௧ିଵ, 𝑎௧ሻ , which is used as the input for the 
next time step. 

DRQN uses a neural network with a weight of 𝜃 to ap-
proximate the 𝑄  function, that is, 𝑄ሺℎ௧, 𝑎௧; 𝜃ሻ ൎ𝑄∗ሺ𝑠௧, 𝑎௧ሻ. The loss function is the mean square error be-
tween the target value and the predicted value, which is de-
fined as follows. 

 ℒ = ൫𝑟 + 𝛾𝑚𝑎𝑥௔ᇲ𝑄ሺℎ′, 𝑎′; 𝜃′ሻ − 𝑄ሺℎ, 𝑎; 𝜃ሻ൯ଶ, (13)
 
where 𝑟 is the reward, 𝛾 is the discount factor, between 0 
and 1, determining the importance of immediate and future 
rewards. When 𝛾 close to 0, immediate rewards are more 
important. When 𝛾 close to 1, future rewards are more im-
portant. The neural network updates 𝜃 by gradient descent 
to minimize the loss. It should be noted that the parameter 
of the target 𝑄 is 𝜃′, which is differs the parameter 𝜃 of 
the prediction 𝑄 . DRQN uses an independent network 
called the target network to calculate the target value. 

The IoT node executes an action a from the state 𝑠 to 
the state 𝑠′, and gets a reward 𝑟. < 𝑠, 𝑎, 𝑠′, 𝑟 ൐ is an ex-
perience of the IoT node, which is stored in the experience 
cache. DRQN randomly selects a batch of training samples 
from the experience cache to reduce the correlation be-
tween experiences and improve the algorithm's generaliza-
tion. 

  

IV. FEATURE WEIGHTING-BASED HU-
MAN RESOURCE DATA CLUSTERING 

Human resource assessment data can come in various 
formats and have different characteristics depending on the 
specific assessment method, mainly including (i) Quantita-
tive data. It can be expressed numerically, such as test 
scores, ratings on a scale, or performance metrics. It also 
can be analyzed using statistical methods to identify pat-
terns or trends. (ii) Qualitative data. It is based on subjective 
observations or descriptions, such as colleague feedback or 

  

Fig. 2. DRQN architecture diagram. 
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open-ended interview responses. Qualitative data can pro-
vide valuable insights into employee attitudes and percep-
tions. (iii) Objective data. It is based on observable, meas-
urable facts, such as attendance records or sales figures. Ob-
jective data is often used to evaluate job performance. (iv) 
Subjective data. It is based on personal opinions or judg-
ments, such as performance ratings or personality assess-
ments. Subjective data can be more difficult to analyze ob-
jectively but can provide valuable information about em-
ployee potential. (v) Structured data. It is collected using 
standardized methods like pre-designed assessment tools or 
surveys. Structured data can be easier to analyze and com-
pare across employees or job positions. (vi) Unstructured 
data. It is collected through informal or non-standardized 
methods, such as informal feedback or observations. Un-
structured data can provide a more nuanced understanding 
of employee behavior and performance but can be more 
challenging to organize and analyze. By understanding the 
different formats and characteristics of human resource as-
sessment data, organizations can collect, analyze, and use 
this data more effectively to make informed decisions about 
employee recruitment, development, and performance 
management. 

Soft subspace clustering, also called feature weighting 
clustering, refers to assigning weighting coefficients to the 
features of each data cluster to mark the importance of fea-
tures in human resource assessment data processing. The 
competition and mergence mechanism-based fuzzy cluster-
ing algorithm uses regularization term to make each clus-
tering center compete and merge. Finally, the number of 
clusters that meets the requirements is obtained. Merging 
the soft subspace clustering with the fuzzy clustering of 
competition and mergence, the fuzzy weighting clustering 
of soft subspace merged with the competition and mer-
gence mechanism can be obtained. The objective function 
is defined as follows. 

  𝐽 = ∑ ∑ 𝑢௜௝ଶ௡௝ୀଵ௖௜ୀଵ ∑ 𝑤௜௞௠ௗ௞ୀଵ ൫𝑥௝௞ − 𝑣௜௞൯ଶ  −𝑟𝑡 ∑ ൫∑ 𝑢௜௝௡௝ୀଵ ൯ଶ௖௜ୀଵ , (14)

  
where 𝑥௝௞ is the human resource assessment dataset, 𝑣௜௞ 
is the cluster center, 𝑢௜௝ is the fuzzy membership degree, 𝑤௜௞  is the feature weighting coefficient, 𝑚  is the fuzzy 
weighting index, 𝑟𝑡  is the regular term coefficient, 𝑐  is 
the number of cluster centers, 𝑛 is the number of data sam-
ples, 𝑑 is the number of features. The above parameters 
meet 𝑢௜௝ ≤ 1, ∑ 𝑢௜௝ = 1௖௜ୀଵ , 0 ≤ 𝑤௜௞ ≤ 1, and ∑ 𝑤௜௞ = 1ௗ௞ୀଵ . 

Selecting 𝑟𝑡  reasonably and minimizing 𝐽  can obtain 
the number of data clusters and the location of cluster cen-
ters that meet the conditions. It uses the Lagrange multiplier 
method and uses the iterative method to find the 𝑣௜௞ when 

𝐽  is minimum. The initial number of cluster centers 𝑐 , 
cluster centers 𝑣௜௞ , fuzzy weighting index 𝑚  and fuzzy 
membership 𝑢௜௝ are set according to the requirements, and 
the iterative process is as follows.  

(1) Compute the cluster center 𝑣௜௞, the feature weighting 
coefficient 𝑤௜௞, and the potential 𝑃௜ of the 𝑖th data cluster. 

 𝑣௜௞ = ∑ ௨೔ೕమ ௫ೕೖ೙ೕసభ∑ ௨೔ೕమ೙ೕసభ . (15)

 𝑤௜௞ = ଵ
∑ ቎∑ ೠ೔ೕమ೙ೕసభ ቀೣೕೖషೡ೔ೖቁమ

∑ ೠ೔ೕమ೙ೕసభ ቀೣೕ೗షೡ೔೗ቁమ ቏భ ሺ೘షభሻൗ೏೗సభ
. 

(16)

 𝑃௜ = ∑ 𝑢௜௝௡௝ୀଵ . (17)
 
(2) Compute the regularization coefficient 𝑟𝑡. The regu-

larization coefficient is used to adjust the proportion of the 
front and back parts of the objective function. It needs to be 
dynamically computed according to parameters such as the 
cluster center and weighting coefficient, defined as follows. 

  𝑟𝑡ሺ𝑡ሻ = ఛሺ௧ሻ ∑ ∑ ௨೔ೕమ೙ೕసభ೎೔సభ ∑ ௪೔ೖ೘೏ೖసభ ൫௫ೕೖି௩೔ೖ൯మ
∑ ቀ∑ ௨೔ೕ೙ೕసభ ቁమ೎೔సభ , (18)

 
where 𝜏 is the iteration times, 𝜏ሺ𝑡ሻ is the learning factor 
in each iteration, which is defined as follows. 

  𝜏ሺ𝑡ሻ = 𝜏଴𝑒𝑥𝑝 ቀ− |௧ି௧బ|క ቁ, (19)
 
where 𝜏଴ is the initial value of learning factor, 𝑡଴ and 𝜉 
are constants selected according to the actual situation. 

(3) Compute the fuzzy membership degree 𝑢௜௝. 
  𝑢௜௝ = 𝑢௜௝௪ + 𝑢௜௝௙ . (20)
   𝑢௜௝௪ = ଵ∑ ቎ ∑ ೢ೔ೖ೘೏ೖసభ ቀೣೕೖషೡ೔ೖቁమ

∑ ೢೞೖ೘೏ೖసభ ቀೣೕೖషೡೞೖቁమ቏೎ೞసభ . 
(21)

  𝑢௜௝௙ = ௥௧ሺ௧ሻ൫௉೔ି௉ണതതത൯∑ ௪೔ೖ೘೏ೖసభ ൫௫ೕೖି௩೔ೖ൯మ, (22)

   
where 𝑢௜௝௪ is the feature weighting distance from the sam-
ple to the cluster center. 𝑢௜௝௙  is used to reduce the potential 
of fake cluster centers in the calculation process. 𝑃ఫഥ is the 
average weighting of the potential of a single sample to the 
data cluster. 

(4) Compute the threshold 𝑀𝑇 of the data cluster poten-
tial and the distance D between each cluster center, and find 
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the minimum value 𝐷௠௜௡ of the distance D. When the po-
tential 𝑃௜ of a certain data cluster is less than the threshold 𝑀𝑇, the data cluster will be eliminated. When 𝐷௠௜௡ satis-
fies equation (24), two data clusters whose distance is 𝐷௠௜௡ are merged. The 𝑀𝑇  computing and discriminant 
conditions are defined as follows, respectively. 

   𝑀𝑇 = ఎ௡௖ሺ௧ሻ. (23)

   𝐷௠௜௡ < ଴.ଶ ∑ ௗሺ௥ሻೃೝసభொ , (24)
  

where 𝜂 is the merging threshold parameter, 𝑐ሺ𝑡ሻ is the 
number of cluster centers in 𝑡th iteration, 𝑑ሺ𝑟ሻ is the dis-
tance value between two cluster centers, 𝑄  is the total 
number of distance data between each cluster center. 

 𝑄 = ௖ሺ௧ሻሺ௖ሺ௧ሻିଵሻଶ . (25)
 
Adjust the number of cluster centers 𝑐 according to the 

cutting and merging results, and stop the calculation when 
the number of cluster centers remains stable or meets the 
iteration end condition, and the obtained 𝑣௜௞  is the re-
quired cluster center result; otherwise return to step (1) and 
continue. 

  

V. SIMULATION AND RESULTS ANALYSIS 

5.1. IoT Nodes Task Offloading 
This study compares DRQN with DQN and random of-

floading in large-scale heterogeneous clusters in terms of 
energy consumption, cost, and latency to evaluate the ad-
vantages and disadvantages of DRQN in offloading IoT 
nodes' human resources assessment tasks [38]. The cluster 
simulated by the simulation includes 50 edge servers and 
different numbers of IoT nodes. Among them, the edge 
servers are evenly distributed in nine areas with the same 
area, and the IoT nodes are randomly distributed within 150 
m from the base station. Assuming that the bandwidth is 20 
MHz, the upload speed of the IoT node is 5.3 Mb/s, the up-
load power is 1,500 mW, the idle discharge power is 200 
mW, the limit CPU clock speed 𝑓୫ୟ୶ௌ஽  is 2 GHz/s, and the 
limit CPU frequency 𝑓௠௔௫ாௌ  of the edge server is 50 GHz/s. 
Moreover, the data amount (Kbit) of 𝑅  follows the uni-
form distribution of (200, 2000), and the required compu-
ting resources follow the uniform distribution of (1200, 
3000). When 𝛾 is set to 0.7 and 0.9, the energy consump-
tion and cost under different tasks are compared. As shown 
in Fig. 3, the performance of energy consumption and cost 
when 𝛾 = 0.9 is better than that of 0.7, which means that 
future reward plays an essential role in edge computing, so 𝛾 is set to 0.9 in this study. 

To meet the maximum latency, this study takes the en-
ergy and cost reduction ratio (ECRR) of the difference be-
tween DRQN, DQN, random offloading, and local execu-
tion as one of the evaluation metrics of the algorithm. As 
shown in Table 1, the ECRR of DQN and DRQN reaches 
more than 50%, and DRQN is nearly two percentage points 
higher than DQN. 

Next, the number of tasks ranges from [20,100], and the 
step size is 10. The comparison between local execution, 
random offloading, DQN, and DRQN in energy consump-
tion, cost, and latency is shown in Fig. 4. It can be seen 

Table 1. Translation performance comparison with other models.

Algorithm ECRR ( %) 

Random offloading 45.69 

DQN 52.38 

DRQN 54.01 

(a) Energy consumption comparison 
 

(b) Cost comparison 
  

Fig. 3. Comparison of energy consumption and cost of DRQN 
with different discount factors. 
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from Fig. 4 that with the increasing number of tasks, the 
offloading strategies generated by each algorithm generally 

show an upward trend in terms of energy consumption and 
cost. DRQN performs better than random offloading and 
DQN regarding energy consumption and cost. Local of-
floading consumes the most energy, which is caused by the 
fact that the computing power of IoT nodes is much smaller 
than edge servers. Additionally, it can be seen from Fig. 4 
that the random offloading has inevitable fluctuations 
caused by the algorithm's randomness. The above can prove 
that the data collected by the IoT nodes can meet the needs of 
human resources assessment after real-time processing. 
 
5.2. Human Resource Assessment Data Clustering 

To intuitively observe the clustering effect of human re-
sources assessment data, three types of Gaussian distribu-
tion human resources assessment data are generated in two-
dimensional space as the algorithm processes the dataset to 
verify whether the algorithm can achieve reliable clustering 
performance. The clustering centers of the three types of 
human resources assessment data are (20, 60), (40, 40), and 
(60, 20), respectively. Each class includes 100 data points, 

and the covariance matrices of the three types are ቂ5 00 15ቃ, ቂ8 00 8ቃ, and ቂ15 00 5ቃ, respectively. 

Suppose the initial number of clustering centers is 15, the 
initial value of learning factor 𝜏଴ is 0.7, the time constants 𝑡଴ and 𝜉 are 10 and 15, the merging threshold parameter 𝜂 is 0.75, and the fuzzy weighting exponent 𝑚 is 3. The 
data points, the true cluster centers and the initial cluster 
centers are shown in Fig. 5. 

After several iterations, the clustering results are shown 
in Fig. 6. Among them, Fig. 6(a) shows that after two itera-
tions, 10 of the 15 initial clustering centers remain; Fig. 6(b) 
shows that after five iterations, there are 6 cluster centers 
left; Fig. 6(c) shows that after nine iterations, there are 5 
cluster centers left; Fig. 6(d) shows that after 12 iterations, 
there are 3 cluster centers left, and the number of cluster 
centers does not change in subsequent iterations. Therefore, 

(a) Energy consumption comparison 
  

(b) Cost comparison 
  

(c) Latency comparison 
 

Fig. 4. Comparison of simulation results. 

  

Fig. 5. Data points and distribution of clustering center. 
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a good clustering effect can distinguish dense and sparse 
areas in the object space, which is helpful for human re- 

source assessment. 
Five different groups of real cluster centers were set for 

the experiment. Each data group is generated the same way 
as in the previous test, by specifying the corresponding 
cluster centers and generating random data samples based 
on different covariance matrices. The mutual information 
index is used to evaluate the accuracy of clustering. The 
mutual information index marks the accuracy of correct 
classification by calculating the average mutual infor-
mation size after matching the clustering results with the 
actual classification, defined as follows. 

 NMI = ∑ ∑ ௡೛೜೎೜సభ೎೛సభ ୪୭୥൬ಿ೙೛೜೙೛೙೜൰ට∑ ௡೛೎೛సభ ୪୭୥ቀ೙೛ಿቁ ∑ ௡೜೎೜సభ ୪୭୥ቀ೙೜ಿቁ, (26)

 
where 𝑛௣௤ is the number of data whose real class is 𝑝 and 
is divided into clustering result 𝑞 , 𝑛௣  is the number of 
data whose clustering result is 𝑝, 𝑛௤ is the number of data 
whose true class is 𝑞, 𝑁 is the total number of data points. 
The NMI of different cluster centers is shown in Table 2. 

Table 2 shows that the clustering algorithm has high ac-
curacy for data clustering. The real clustering center does 
not affect the clustering results, so the algorithm can auto-
matically cluster data samples in various situations. 

The different initial numbers of cluster centers are se-
lected for operation, and the change in the number of cluster 
centers in the iteration is shown in Fig. 7. Fig. 7 shows that 
although the initial number of cluster centers selected is dif-
ferent, the number of cluster centers is decreasing in the it-
eration process. After several iterations, the number of clus-
ter centers is stable at three. Therefore, the clustering algo-
rithm is not sensitive to the initial number of cluster centers 
change and can reliably converge to a reasonable number 
of cluster centers. 

 
(a) After 2 iterations 

 

 
(b) After 5 iterations 

 

 
(c) After 9 iterations 

  

 
(d) After 12 iterations 

  
  

Fig. 6. Clustering results. 

  

Fig. 7. Number of clustering center in operation process. 
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VI. CONCLUSION 

This paper studies the IoT-driven human resources as-
sessment optimization mechanism. We propose using 
DRQN to memorize previous environmental state infor-
mation to solve the problem of partially observable multi-
IoT node task offloading. The simulation results demon-
strate that DRQN has excellent energy consumption, cost, 
and latency performance, showing that after real-time pro-
cessing, the data gathered by IoT nodes can meet the re-
quirements of human resource assessment. Moreover, this 
study combines the soft subspace and fuzzy clustering al-
gorithms based on the competitive merging mechanism. It 
proposes a fuzzy weighting clustering algorithm based on 
the soft subspace combined with the competitive merging 
mechanism. The simulation results show that the algorithm 
can quickly realize the clustering analysis of data samples. 
The calculation results are independent of the number of 
initial data clusters and the location of the initial cluster cen-
ter. 

Based on this study, the role of bidirectional DQN, pri-
oritized experience replay, and generative adversarial net-
work in the practical application of edge computing can be 
further studied. With new AI technologies, decision-making 
algorithms have transformed from rules to shallow super-
vised learning, deep learning, and deep reinforcement 
learning, from single-scenario optimization to joint optimi-
zation of offloading decision-making and resource alloca-
tion. However, many things could still be improved in the 
existing methods. In the future, cooperation and collabora-
tion between multiple IoT nodes will become the main-
stream development trend, mutual competition, internal 
friction will be continuously reduced, and hybrid optimiza-
tion will create higher value. 
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