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I. INTRODUCTION  

In the field of image blending, the first step involves tak-
ing an object out of the source image using methods like 
image segmentation or matting. After the object is cropped, 
it is carefully added into another target image to create a 
blended image. The primary objective of image blending is 
to alleviate the presence of artificial boundaries that may 
arise between the object and the target image. In prior re-
search, the methodologies employed for image blending 
can be categorized into two distinct approaches: the con-
ventional approach and the deep learning-based approach. 

First, the traditional methodologies for image blending 
primarily emphasized achieving a seamless transition be-
tween the object and the target image. One such technique 
is alpha blending, which involves the manual selection of 
alpha values and offers a simple and efficient approach [1]. 
Another method called Laplacian pyramid blending con-
structs multi-scale Laplacian pyramids and applies alpha 
blending at each level [2]. Additionally, the Poisson image 
blending technique enforces visual consistency by preserv-
ing gradient information [3]. However, it is worth noting 

that poisson image blending often yields undesired out-
comes, including color distortion, loss of fine details, and 
the appearance of ghost artifacts within the blended image [3].  

Second, the recent approaches to image blending can be 
categorized as novel frameworks that incorporate machine 
learning. One such framework is the Gaussian-Poisson 
Generative Adversarial Network (GP-GAN), which com-
bines the strengths of both GANs and gradient-based blend-
ing techniques [4]. Additionally, a two-stage deep learning 
algorithm for image blending, independent of any training 
data, has been proposed as an alternative to GP-GAN [5]. 
However, both of these methods tend to introduce color dis-
tortions in the blended regions. Another state-of-the-art 
scheme is a deep learning-based framework specifically de-
signed for portrait image compositing, including object seg-
mentation and mask refinement networks [6]. Although the 
previous studies show remarkable blended image quality, 
they suffer from image quality degradation when blending 
incompletely cropped object. In real-world situations, it's 
common to not cut out objects perfectly due to errors in the 
image segmentation process. Fig. 1 illustrates an example 
of incomplete object cropping and its subsequent blending 
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outcome. In Fig. 1(a), a source image and a target image are 
depicted. Fig. 1(b) displays a cropped result, where the 
green squares indicate instances of partial loss of the object, 
while the red squares represent cropped object images that 
include background elements from the source image. Fig. 1 
(c) shows cases an image blending result by simply copying 
and pasting the cropped object image onto the target image. 
It is evident that the presence of loss and unintended addi-
tional background elements introduces an unnatural bound-
ary between the object and the target image. Despite apply-
ing state-of-the-art image blending techniques, the unnatu-
ral boundary remains unresolved. In this paper, we refer to 
this artificial boundary as a “visual gap”. 

This paper introduces a framework, depicted in Fig. 2, 

designed with the explicit purpose of minimizing the visual 
gap in image blending. Within this context, our contribu-
tions stand out prominently in the enhancement of seamless 
blending: 

• We present an inventive approach for the generation of 
adaptive binary line masks. Employing a sophisticated 
color difference checking algorithm, our method can 
detect and accommodate variations in visual gap thick-
ness. This empowers us to meticulously process blend-
ing boundaries, leading to the creation of natural and 
unobtrusive transitions. 

• Our framework showcases the integration of two key 
elements: inpainting and blending. Leveraging a state-
of-the-art inpainting GAN-based technique, we ad-
dress the task of image restoration and merging with 
unparalleled finesse. By harnessing the inpainting 
GAN's prowess, we effectively restore absent or im-
paired sections within cropped images. Simultane-
ously, this mechanism operates as an image blender, 
orchestrating the seamless amalgamation of objects 
into target images. As a testament to its success, the 
blended output exhibits flawlessly smooth transitions, 
all while preserving the authentic colors of both the 
subject and the target image. 

The remainder of this paper is organized as follows. Sec-
tion II provides an overview of related works, highlighting 
the existing research and methodologies related to visual 
gap reduction in image blending. Section III presents the 
proposed scheme aimed at mitigating the visual gap. This 
section outlines the methodology and techniques utilized to 
address the challenges associated with blending boundaries. 
Section IV presents the experimental results obtained from 
applying the proposed scheme. The outcomes and perfor- 

Fig. 1. Example of an incomplete object cropping result and its ef-
fect on the blending result: (a) the source image, (b) the object im-
age cropped by a segmentation mask, and (c) the blending result. 
Several pixels that belong to the background are included in the 
object image as shown in the red-bordered sample. On the other
hand, the fingertip of the person is incomplete as shown on the
green-bordered sample. Because of these reasons, the blending re-
sult is negatively affected, where a lot of artifacts can be noticed
easily. 

 

 
Fig. 2. The proposed framework. In the first step (top left block), we isolate the object from its source image using a segmentation mask. 
The object image can be blended on top of a target background image to generate a naïve Copy&Paste image. In the second step (bottom 
left block) then, a line mask which defines the region of the Copy&Paste image that needs adjustment is generated from the segmentation 
mask following our proposed algorithm. In the next step, the Copy&Paste image and line mask are fed as the input to an inpainting neural
network model to refill the defined region. The inpainting model replaces the artifacts by appropriate pixels so that the visual gap is 
reduced at the cutting edge of the two components. The final result can be seen seamlessly blended.
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mance of the framework are analyzed and discussed in de-
tail. Finally, in Section V, the paper concludes by summa-
rizing the key findings and contributions of the study, as 
well as suggesting future work. 

  

II. RELATED WORKS 

2.1. Image Blending using Generative Adversarial Net-
work 

Generative Adversarial Networks (GANs) [13] are a type 
of neural network commonly employed for generative mod-
eling tasks. A generative model aims to generate new sam-
ples that resemble the existing dataset while introducing 
specific variations or differences. GANs consist of two 
main neural network models: the “generator” or “generative 
network” and the “discriminator” or “discriminative net-
work”. The generator model is responsible for generating 
plausible samples, while the discriminator model learns to 
distinguish between generated examples and real examples 
from the dataset. These two models engage in a competitive 
process during training, where the generator tries to pro-
duce samples that fool the discriminator, while the discrim-
inator strives to accurately identify real and generated sam-
ples. GANs have found applications in various domains. 
For example, they have been used to generate new human 
poses, perform inpainting and blending of images, and gen-
erate synthetic examples for image datasets. By leveraging 
the adversarial training process, GANs have proven to be 
effective in generating realistic and diverse samples in a va-
riety of generative modeling tasks. 

The framework of GP-GAN [4] takes advantages of both 
GANs and gradient-based image blending methods while 
Zhang et al [5] proposed a two-stage deep-learning blend-
ing algorithm which does not rely on any training data as 
GP-GAN. However, both methods distort the colors around 
blending boundary. 

 
2.2. Image Inpainting 

Image inpainting is a fundamental task in Computer Vi-
sion that involves reconstructing missing regions within 
images. Traditional inpainting methods typically rely on 
borrowing pixels from the surrounding regions of the image 
that are intact and not missing. While these techniques work 
well for filling in background areas, they struggle in sce-
narios where the surrounding regions lack the necessary 
information or when the missing parts require the inpaint-
ing system to infer the properties of the objects that should 
be present. However, with the advent of deep learning and 
the availability of large-scale datasets, modern approaches 
employ deep neural networks to predict missing parts of an 
image. These deep learning-based methods enable generat- 
ing missing pixels with improved global consistency and 

local fine textures. The abundance of paired training data 
can be automatically generated by intentionally corrupting 
images and using the original, uncorrupted images as 
ground-truth. The EdgeConnect scheme leverages salient 
edge detection to guide the inpainting process [9]. DeepFill 
proposed by Yu et al., incorporates contextual attention, 
which refers to surrounding image features to make more 
accurate pixel predictions for the holes [8]. Recent advance-
ments in deep generative methods [8-10], particularly those 
based on Generative Adversarial Networks (GANs), have 
showcased impressive perfor-mance in image completion 
and inpainting tasks. 

 

III. PROPOSED METHOD 

3.1. Preliminary 

Given a source raw image 𝑥௥௔௪ , a background image 𝑥௕௚ and a segmentation mask image 𝑥௠௔௦௞, using the cop-
ying-and-pasting strategy, a composite Copy-Paste image 𝑥௖௢௠௣ can be obtained by equation (1), where * is element-
wise multiplication operator. The goal of conditional image 
generation is to generate a well-blended image that is se-
mantically similar to the composited image 𝑥௖௢௠௣  but 
looks more realistic and natural with resolution unchanged. 

 𝑥௖௢௠௣ = 𝑥௥௔௪ ∗ 𝑥௠௔௦௞ + 𝑥௕௚ ∗ (1 − 𝑥௠௔௦௞). (1)
  

3.2. Line Mask 
The segmentation mask generated for the object may not 

be perfect, leading to some inaccuracies where certain 
points that should belong to the background are mistakenly 
included in the mask, while other points that should be part 
of the object are excluded. This issue is illustrated in Fig. 1. 
To address this and achieve more accurate blending of the 
object image, we propose the utilization of an additional 
mask called the Line Mask, which is used to fine-tune the 
segmentation mask. 

The line mask is essentially a line drawn along the con-
tours of the object, with varying thickness at different 
points. Its primary purpose is to identify and mark noise 
pixels that should not be included in the segmentation 
mask. During the subsequent blending procedure, these 
noise pixels will be replaced to enhance the visual quality 
of the final result. While the line mask primarily serves to 
identify noise pixels, it can also include some pixels that 
belong to the actual object, specifically at the very edge of 
the object. However, the values of these pixels can be mod-
ified during the blending algorithm to better align with the 
new background, ensuring a seamless and visually pleasing 
integration of the object into the composite image. 

To generate the line mask, we introduce a Color differ- 
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ence checking (CDC) algorithm. This algorithm is primar-
ily applied to the pixels located along the contours of the 
isolated object. The CDC algorithm leverages color differ-
ences to classify which pixels are considered noise and 
which are not. This classification assumes that the segmen-
tation mask closely adheres to the object boundaries. 

The CDC algorithm incorporates several hyperparame-
ters, which we optimize based on the performance of the 
segmentation model and the principles of color differentia-
tion. By fine-tuning these hyperparameters, we aim to ach-
ieve the best possible results in terms of accurately identi-
fying and marking noise pixels in the line mask. The opti-
mization process involves assessing the performance of the 
segmentation model and incorporating knowledge of color 
differentiation theory to determine the most suitable values 
for the hyperparameters. 

 
3.3. Color Difference Checking Algorithm 

The color difference checking (CDC) algorithm, pre-
sented in Table 1, is utilized to generate the line mask, 
which plays a crucial role in accurately separating the con-
tour points of the isolated object into actual object and 
noise. By considering the color values obtained from the 
original image and the initial object/background classifica-
tion provided by the binary mask, the algorithm examines 

each contour point. It compares the color difference be-
tween a contour point and the average color of the object to 
determine if it should be classified as noise or part of the 
object in the line mask. Points that deviate significantly in 
color from the object's color distribution are marked as 
noise, while others are marked as part of the object. This 
process ensures the line mask effectively identifies and dis-
tinguishes noise pixels, contributing to the quality and pre-
cision of the image blending procedure. 

The algorithm in general is an iterative comparison. For 
each point p in the contour C of object, we compare its color 
value to that of a reference point, which is k pixel away fol-
lowing a provided direction di from it (for example, if the 
direction di is left, the reference point is to the left of p). 
The distance k starts at 2, being the first comparison of p 
with its neighbor pixel. Until k reaches its maximum al-
lowed value, we keep changing the reference point and 
comparing the colors. When there is a reference point that 
is actually different from p following our criteria, no more 
checking of p is necessary. In this case, we can say that p is 
a noise pixel, and other pixels from p to right before the 
reference point in the selected direction are also noise. Oth-
erwise, p is considered an actual object point. All the results 
are tracked, including the query point p and the distance k. 

The algorithm can be repeated with each of four direc-
tions: left, right, top, and bottom. With the gradual incre-
ment of k, non-convex segmentation mask is no problem 
since the algorithm can always detect an invalid reference 
point and stop early. One example of iterative comparison 
is illustrated in Fig. 3. In Fig. 3, the algorithm is allowed to 
reach up to k=5, but it will likely stop at k=3 as the thresh-
old has been surpassed. This information is provided by the 
segmentation mask. 

The selection of the threshold value (Td) in the CDC al-
gorithm is based on Weber's Law of Just Noticeable Differ-
ences, which states that stimuli must differ by a minimum 
percentage to be perceived as different. This principle ap-
plies to various domains, including light and color percep-
tion. Specifically, it has been demonstrated that a minimum 
difference of 8% is required for color discrimination. 

In the case of using 8-bit color, where the intensity range 
is from 0 to 255, the color-difference threshold can be de-
termined using the equation (1), which calculates the 8% of 
the maximum intensity value. Thus, the color-difference 
threshold is calculated as 255×8%=20. Accordingly, we 
adopt this value as the threshold in the CDC algorithm. 

By selecting a threshold value based on Weber's Law, we 
ensure that the algorithm can effectively differentiate be-
tween color variations that are perceptually significant and 
those that are not. This threshold determination process aids 
in achieving accurate classification of noise and object 
points in the line mask, contributing to the overall quality 

Table 1. Color difference checking. 

 Data: Image Im, binary mask M, contours C, direction 
di, max distance kmax, color threshold Td = 20 

1 Initialize track of background thickness TH for each 
point in C 

2 for point p in C do 
3    k = 2 
4    while k ≤ kmax do 
5       Find point q: distance p to q in direction di is k 
6       if q not exist then 
7          break 
8       end 
9       if M[q] == 1 then 

10          d = | Im[p] – Im[q] | 
11          if d > Td then 
12              TH[p] = k 
13              Break 
14          end 
15          k = k + 1 
16       end 
17    end 
18 end 
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and fidelity of the image blending process.  
  

3.4. Generation of Line Mask 
Fig. 4 illustrates the stages of the line mask generation 

process. This process involves three distinct steps. It starts 
with the segmentation mask and its contours as illustrated 
in Fig. 4(a). In the first step, the objective is to identify ob-
ject points within the contours of the initial isolated object 
obtained from the segmentation mask. By utilizing the CDC 
algorithm, points that belong to the object region are iden-
tified, as highlighted in white in Fig. 4(b). 

In the second step, the inverted segmentation mask is 
used to determine which points initially classified as back-
ground should actually be a part of the object region. The 

CDC algorithm, which can assess both noise points and the 
proximity of neighboring points, aids in this classification 
process. As a result, the segmentation mask expands, en-
compassing additional object points as shown in Fig. 4(c). 

The third step involves the consideration of a new mask 
that includes the newly discovered object points from the 
second step. Again, the CDC algorithm is employed to sep-
arate noises and adjust the contours of the new mask. An 
example result is illustrated in Fig. 4(d). After that, post-
processing techniques, such as Gaussian Blur and thresh-
olding, are applied to smooth out the thickness map to form 
the final line mask as shown in Fig. 4(e). 

Throughout the line mask generation, color difference is 
asserted between the reference pixel and the query pixels in 

 
  

Fig. 3. Illustration of iterative comparison in CDC algorithm. The selected direction is left. A contour point p is marked green and reference points 
are marked red. Reference points are selected by the distance k, which iteratively takes the value of (a) 2, (b) 3, (c) 4, and (d) 5. In each iteration, 
the difference of color, or pixel value, is computed and compared to a pre-defined threshold. In a real scenario, the algorithm may early stop at k= 
3 if the threshold is surpassed (The cases where k=4 and k=5 are then never visited.). 

 
  

Fig. 4. Stage-by-stage generation of line mask following the proposed CDC algorithm. (a) First, we highlight the contours (white pixels) of the 
segmentation mask. Because the mask is imperfect, it can be expanded (from the contours) outward to include more pixels that should be belong 
to the main object, or inward to remove the pixels that should belong to the background. (b) By applying the CDC algorithm on the contours, the 
points which belong to the main object are highlighted in white. The second step is to expand outward from these points, resulting in a new border 
for the segmentation mask. (c) This border is also known as thickness map in the CDC algorithm. The third step is to expand inward from the non-
highlighted contours to find the noises which should be removed from the segmentation mask. (d) This step results in a new thickness map. (e)
Post-processing on this thickness map results in the final line mask. White pixels on the line mask denote the region that should be retouched by 
an inpainting neural network model later. 
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four directions, up, down, left, and right, ensuring compre-
hensive coverage. Notably, in the second step, the inverted 
segmentation mask is used to facilitate proper utilization of 
the CDC implementation. Additionally, the maximum dis-
tance, kmax is determined as 1% of the image height, con-
sidering the performance of the YOLACT-550 model, 
which yields an average Intersection-over-Union (IoU) of 
90% when generating the segmentation mask. 

 
3.5. Image Inpainting Model 

The field of computer vision has witnessed remarkable 
advancements, leading to innovative solutions for image 
restoration and enhancement. One such breakthrough is the 
CR-FILL [7] inpainting model, a sophisticated algorithm 
designed to intelligently fill in missing or corrupted pixels 
within an image. This cutting-edge technology has demon-
strated its prowess in seamlessly reconstructing image re-
gions obscured by masks, significantly enhancing the visual 
quality and coherency of the final output. Building upon the 
success of image inpainting techniques, we propose an ap-
proach that leverages an inpainting model, CR-FILL. In 
Fig. 2, we illustrate the stages involved in utilizing the gen-
erator network of the CR-FILL model to obtain realistic 
composite images. 

The first stage involves the coarse network of CR-FILL, 
which takes an incomplete image as input, with missing 
pixels represented as zeros, along with a line mask that in-
dicates the regions requiring inpainting. The coarse net-
work generates an initial prediction based on this input. 
Subsequently, in the refinement stage, the initial prediction 
produced by the coarse network is passed as input to the 
refinement network. The refinement network further pro-
cesses the initial prediction and produces the final inpaint-
ing result. By incorporating the CR-FILL inpainting model, 
the proposed framework can achieve seamlessly blended 
images at the desired region while preserving the originality 
at the others. 

  

IV. EXPERIMENTAL RESULTS 

This section presents the experimental results of our pro-
posed method. We conduct several experiments on different 
image datasets, comparing our method against various 
baseline approaches. To assess the performance of our 
framework, we utilize the Tiktok database [12], which con-
sists of 2,615 human photos as raw images and an equal 
number of different background images as target images. 
The mask image used in the experiments is obtained from 
the YOLACT-550 [11] segmentation model applied to the 
raw images.  

In our evaluation, we compare our method with several 
intuitive and strong baseline techniques. The naïve Copy 

&Paste approach produces results with noticeable artificial 
boundaries, which detracts from the visual realism. The GP-
GAN [4] method is capable of generating a smooth blend-
ing boundary, but it often leads to color distortion between 
the blending region and the background. Our previous 
work, Combined GP-GAN [14], addresses the color distor-
tion issue but fails to achieve a truly seamless boundary 
when the raw and background images have significantly 
different color tones.  

 
4.1. Quantitative Comparison 

These experiments are aimed at demonstrating the ad-
vantages of the proposed method over baseline approaches. 
Various quantitative evaluation methods are employed to 
show the superior performance and capabilities of the pro-
posed framework. By comparing the performance on the 
Tiktok database, we provide compelling evidence of the ef-
fectiveness and quality of the proposed method in achieving 
seamless and visually pleasing image blending. 

For the quantitative evaluation, standard metrics such as 
Peak Signal-to-Noise Ratio (PSNR) and Structural Similar-
ity Index Measure (SSIM) are utilized to assess the compo-
siting quality of the generated images. These metrics serve 
as verification tools and require ground-truth images with 
segmentation masks provided by the dataset author. 

The detailed quantitative results are presented in Table 2. 
The Copy&Paste method, which is a naïve blending method 
and does not involve any additional adjustment, preserves 
the color of the original foreground well, leading to higher 
PSNR and SSIM scores, 72.329 dB and 0.928, compared to 
GP-GAN and Combined GP-GAN. By achieving PSNR 
and SSIM scores of 72.887 dB and 0.9321 respectively, 
which are superior than those of Copy&Paste, it is proven 
that the proposed method is also able to preserve the color 
scheme of the object. The proposed method focuses on re-
touching the cutting edge of the foreground and background 
using the line masks, resulting in minimal color distortion. 

The proposed method exhibits an average SSIM value 
that is 0.072 higher than that of GP-GAN, and the average 
PSNR value is 7.754 higher than that of GP-GAN. It is sim-
ilar when the proposed method is compared to Combined 
GP-GAN, demonstrating that our method effectively fills 

Table 2. Comparison of various blending methods using SSIM, 
PSNR, and user survey. 

Method SSIM PSNR (dB) User votes

Copy&Paste 0.928 72.329 549 

GP-GAN [4] 0.860 65.133 380 

Combined GP-GAN [14] 0.912 69.698 550 

Proposed method 0.932 72.887 771 
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and adjusts the boundary with an appropriate texture while 
improving the overall visual quality of the blended image. 
These results provide concrete evidence that the proposed 
method outperforms previous approaches and establishes a 
new state-of-the-art for the blending task. 

  
4.2. Qualitative Comparison 

Fig. 5 provides a visual comparison among all the meth- 
ods, showing the differences in the blended results of 3 

samples. Aligning with the quantitative results, it can be ob-
served that the proposed method does not alternate the color 
scheme of the main object while GP-GAN and Combined 
GP-GAN failed this goal. In all 3 cases, GP-GAN blended 
the objects and the backgrounds with alpha-like matting 
method. This causes the objects to look partially transparent 
on top of the background which is unnatural. The Copy 
&Paste results, no matter which kind of segmentation mask 
is used, include noises in the main objects, unexpectedly 

 
  

Fig. 5. Visual comparison of five different methods applied on three samples. From left to right: (a) Copy&Paste with default mask, (b) Copy
&Paste with deep learning mask, (c) GP-GAN [4] with deep learning mask, (d) Combined GP-GAN [14] with deep learning mask, and (e) 
Proposed method with deep learning mask. 
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creating visually noticeable edges between the objects and 
the backgrounds. Despite being able to preserve the object 
color scheme, the quality of the results is not good. Mean-
while, the results offered by Combined GP-GAN show vis-
ible halo artifacts that severely degrade the visual quality as 
well. Only the proposed method consistently offers the 
cleanest blended images in all 3 cases. We chose the back-
grounds which are perceptually and contextually different 
to the object; thus, the blended image is well recognized as 
unnatural. However, if we look at the patches in Fig. 5 (un-
der each blended image, which is the zoomed-in version of 
the green-bordered samples), the matching of the objects 
and the backgrounds is acceptable with our proposed 
method. 

We conducted a survey with forty-five participants to ob-
tain subjective opinions on the realism of the blended im-
ages generated by the four algorithms. Each participant was 
asked to select the most realistic blended image out of four 
randomly generated options. The results, presented in Fig. 
6 and Table 2, clearly indicate that the proposed method re-
ceived the highest number of votes, 771, which outper-
formed the second best one by a large margin, Combined 
GP-GAN with 550 votes. This survey confirms that the pro-
posed method has a superior performance in terms of quan-
titative assessment and subjective perception. Furthermore, 
the low number of votes, 380, that GP-GAN, received is 
due to its non-preservation of color. This problem can be 
solved by the proposed method. 

 

V. CONCLUSION 

In this work, we present a novel image blending frame-
work that leverages inpainting techniques to generate real-
istic and natural composite images without introducing ar-
tifacts or color distortion. The proposed method involves 
compositing a foreground and a background image using a 
binary mask to define the blending region. To refine the 
blending boundary, we introduce a line mask generated 
through an algorithm that adjusts the original mask by in-
cluding relevant pixels and excluding others. We employ 
the CR-FILL generator network to inpaint the region indi-
cated by the line mask, ensuring a seamless blending of the 
two images. Importantly, the proposed method preserves 
the color scheme of the main foreground texture, which is 
crucial for applications such as fashion image blending with 
human models. 

The effectiveness of the proposed method is validated 
through both a user study and quantitative experiments. The 
user study reveals that the blended images obtained by the 
proposed method are consistently voted as having the high-
est visual quality compared to images generated by three 
previous methods. The quantitative experiments show that 
the proposed method achieves higher PSNR and SSIM 
scores than the alternative approaches, establishing a new 
state-of-the-art for image blending using inpainting tech-
niques. 

Notably, the proposed method offers a practical solution 
that is simple yet efficient to implement. It provides a robust 
framework for generating high-quality blended images 
while preserving the integrity of the original foreground 
texture. 
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