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I. INTRODUCTION  

New media big data is faced with many security threats 
due to its rich value attribute [1]. The main threat to the new 
media big data production environment is the risk of own-
ership theft and abuse of media content producers. The risk 
of new media big data consumption environment is mainly 
the risk that consumers will be harassed by unsolicited bad 
information. The risk of security information being sub-
merged in new media is interpreted from another perspec-
tive of the security of new media big data, which is also a 
hot topic in the current new media big data security research. 
The main motivation is to address how security information 
can be captured efficiently, accurately and in real time in a 
large volume of media data. 

In the era of big data, the requirement of new media's 
liquidity and the traditional digital copyright protection 
mechanism are a pair of contradictions [2]. Traditional dig-
ital copyright protection technologies, such as DRM and 
Conditional Access (CA), cannot effectively solve this con-
tradiction. The purpose of digital copyright protection tech-
nology is to protect the copyright of digital media. It tech-
nically prevents illegal copying of digital media, or makes 

copying very difficult to a certain extent. Consumers of dig-
ital media must be authorized to use digital media. The dig-
ital copyright protection technology is an effective means 
to control the unauthorized distribution of content, but it 
also restricts the circulation of media. Digital copyright pro-
tection technology is an effective way for the traditional 
media industry [3], which relies on the quantity of copies 
sold. However, the value of new media in the era of big data, 
especially the increasing value of we media, is mainly re-
flected in the speed and breadth of circulation. The copy 
income obtained through digital copyright protection tech-
nology will greatly reduce the value of new media itself, 
and a new technical means to change "blocking" into "thin-
ning" is imperative. Media content fingerprint technology 
provides the technical basis for this. A content fingerprint is 
an extract from a piece of content that uniquely identifies 
the content in most contexts. 

For video and image data [4], which account for the larg-
est proportion of new media big data, privacy protection is 
much more difficult. With the emergence and populariza-
tion of the "Folksonomy" tagging method, users can freely 
choose custom tags to collaboratively classify video images. 
Thus, the cleaning of video images is simply converted to a 
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cleaning method based on text marking. However, in many 
cases, these text tags cannot fully and truly reflect the con-
tent of the video or image. What's more, providers of bad 
information may label such information with seemingly 
normal and healthy labels. Therefore, in order to analyze 
and protect the privacy of video images from a deeper level, 
and to truly reflect the content of the video, it is necessary 
to extract feature patterns and semantics from the video. 
Most of the current video and image cleaning technologies 
are based on the basic features of the image for statistical 
learning and training, and are modeled by statistical learn-
ing methods such as decision trees, artificial neural net-
works, and support vector machines (SVM) to generate a 
repository of semantic models [5]. The semantic model li-
brary can automatically mark the image content after fea-
ture extraction, and filter and clean the marked content ac-
cording to certain strategies. 

At present, face images are the main component of new 
media data. The concept of face privacy recognition and 
face recognition differ in their intended purposes and out-
comes. Face recognition is used to identify individuals, 
while face privacy recognition is used to protect individu-
als' identities and privacy. Face recognition plays an im-
portant role in various fields and industries of necessities of 
life. Moreover, face privacy protection is a very important 
research hotspot in new media art. However, compared 
with iris and fingerprints, facial features are a relatively 
weak biological feature. Face images can be obtained 
through a variety of channels, and it is not difficult to forge 
3D avatars of others [6]. Various information leakage inci-
dents in the recent period also indicate the urgency of users 
to strengthen personal privacy protection. This paper uses 
deep learning technology to design a face privacy protec-
tion mechanism. We anonymize the facial features and re-
tain more facial features of the original image. Then, we 
design a privacy-preserving mechanism for face images us-
ing differential privacy. Differential privacy can adjust the 
privacy protection ability of publishing and querying data 
through privacy budget. 
  

Ⅱ. RELATED WORK 

This chapter reviews the research on security and privacy 
in facial image recognition. Face recognition is an identity 
authentication technology based on pattern recognition 
based on biometrics and determines a person's identity in 
an information system [7]. Face recognition technology 
mainly involves information security and pattern recogni-
tion, that is, information security focuses on the security 
analysis of face recognition technology. Pattern recognition 
provides the principle and algorithm for extracting features 
based on face picture information. Modern face recognition 

algorithms mainly rely on deep learning technology [8-9], 
for example, DeepFace [10], DeepID [11], FaceNet [12]. 
The latest face recognition algorithm can exceed the level 
of human recognition on the face dataset LFW (Labeled 
Faces in the Wild, a widely used standard face dataset). The 
recognition rate of face recognition algorithms has contin-
uously improved and reached the practical stage in recent 
years. For LFW, the recognition rate of the face recognition 
algorithm based on eigenfaces could reach 60%. By 2014, 
the recognition rate of face recognition algorithms based on 
deep learning had reached 97%. At the same time, face 
recognition algorithms are constantly improving security 
and ease of use, including occlusion recognition and live 
detection [13]. In short, the continuous improvement of 
face recognition technology has been able to meet the needs 
of practical application scenarios such as identity authenti-
cation, monitoring, and evidence collection, and more and 
more application systems or Internet services have begun to 
support face recognition. 

From the perspective of information security, the face 
recognition application system as an information system 
needs to satisfy authenticity, confidentiality, integrity, usa-
bility, and non-repudiation. The general information system 
security mechanism is still applicable, but the new security 
and privacy issues caused by the face recognition mecha-
nism make the face recognition application system face 
greater technical challenges. Face images are private. On 
the one hand, the face image itself, as a kind of identity in-
formation, can be used to identify individuals, and it is nec-
essary to prevent malicious collection and abuse. On the 
other hand, various personal information such as age, gen-
der, race, facial disability, health status, emotion, and even 
kinship can be analyzed from face datasets through image 
processing and data mining algorithms [14]. 

The commonly used protection methods to achieve face 
identity de-recognition include: editing images, face anon-
ymization, face de-recognition based on deep learning, and 
image privacy protection based on differential privacy. Im-
age editing [15-16] refers to the direct protection of images 
by means of blur, pixelation, occlusion, encryption, disturb-
ing and other methods. Blur is the application of functions 
on the image, such as Gaussian function, under the action 
of adjacent pixels, to modify the image pixel. Pixelation is 
the replacement of an entire existing pixel by averaging pix-
els. Occlusion is to use other image areas to directly cover 
the sensitive area to achieve occlusion. These three methods 
are the simplest and effective methods to protect the sensi-
tive area of the image. They are often used as the baseline 
algorithm to compare with other algorithms in face image 
privacy protection algorithms. However, these algorithms 
cause obvious damage to the visual effects of images and 
are often used to protect witnesses and victims in news pro- 
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grams or documentaries. Encryption and Scrambling are 
scrambling images using related algorithms. Image encryp-
tion algorithm is usually a regular encoding of the image; it 
can be restored to the original image through decryption. 
This method has the characteristics of relatively complex 
calculation and high security performance. It is often used 
in the process of image transmission. The sender encrypts 
the image before transmission, and the receiver decrypts the 
original image after receiving the image to ensure that the 
image cannot be stolen by a third-party during transmission 
[17]. Image perturbation [18] is the addition of invisible 
perturbation. The difference between blur and pixelation is 
that the former disturbs the image through different for-
mats, such as frequency domain, spatial domain, and fea-
ture vector, while the latter disturbs the RGB pixels of the 
image directly. Ref. [17] encrypts the face region in the fre-
quency domain, which requires less computation. The de-
gree of disturbance is a key indicator for realizing privacy 
protection and visual effect of images. In [19], the author 
proposed to measure the degree of disturbance of images  
by the Boltzmann entropy (i.e., thermodynamic entropy), 
which proved the effectiveness of this scheme in gray scale 
images. 

Face Anonymization is characterized by removing the 
personal identity identifier in the face data, while retaining 
some attributes of the face that have nothing to do with 
identity information. Aiming at the defects of the black box 
and occlusion methods, Ref. [20] proposed the k-Same im-
age privacy protection algorithm, which determines the 
similarity between faces through the distance measure, av-
erages the image components that may be the original im-
age pixels, and create a face pixel or image feature vector 
from the mean. Experiments have proved that even if k-
Same retains a lot of facial details, the face recognition sys-
tem cannot accurately identify faces. The k-Same algorithm 
is an important basis for face anonymization. Ref. [21] pro-
posed a new face anonymization algorithm, which realizes 
k-anonymity by adding noise to data values, and realizes k-
anonymity by randomizing classified data, so that the im-
ages generated by face anonymization have better visual ef-
fects. Ref. [22] compared eight face image privacy protec-
tion algorithms in three scenarios of fuzzy face recognition, 
verification, and reconstruction, including Gaussian blur, 
median blur, pixelation, k-same, k-same-net, UPGAN, P3 
and scrambling. It is proved by experiments that the method 
based on k-same is better than other image editing algo-
rithms. 

With the introduction of deep learning, network models 
based on deep learning have been widely used in various 
fields. The generation model based on generative adversar-
ial network and autoencoder has made further progress in 
image privacy recognition and protection. Ref. [23] pro-
posed an EPD-Net network model based on the idea of con- 

ditional generation adversarial network. Ref. [24] used 
structural similarity index and improved generative adduc-
tion network to generate better face recognition images to 
solve the problem of face anonymization image quality. 
Ref. [25] proposed the Secret Face Gan (SF-GAN) based 
on the generative adversarial network, which uses the su-
perficial face attribute information and the deep face attrib-
ute information to process the attributes of different faces 
in different ways. Ref. [26] proposed a model combining 
attribute untangling and generating network, which dis-
turbed the identity and expression features of face images 
respectively to achieve the effect of face recognition. Ref. 
[27] proposed a face recognition method based on depth 
generation model. Ref. [28] proposed a AnonymousNet 
framework to generate privacy protection images in differ-
ent demand scenarios from four parts, including the facial 
attribute estimation, privacy-metric oriented face estima-
tion, directional natural image synthesis, and adversarial 
disturbance. Based on the depth generation model, the im-
age structure can be continuously trained by the network 
model, which is more advantageous than other face image 
privacy protection algorithms to a certain extent. Ref. [29] 
put forward a neural network model including encoder and 
generator, which utilizes the encoder pairs to convert face 
images into high-semantic potential code vectors and add 
differential privacy. 

DP was originally proposed for the protection of pub-
lished data [30]. It has the property of not relying on the 
background knowledge of the attacker. No matter how 
much information the attacker has about the data, it is im-
possible to deduce otherwise accurate original data. The es-
sence of differential privacy is to protect data by adding an 
appropriate amount of noise to the data. Adding noise di-
rectly to image pixels will destroy the structure of the im-
age, and converting the image to other forms can minimize 
the impact of noise. Ref. [31] uses image segmentation 
technology to convert the image grayscale matrix into a 
one-dimensional ordered data stream and then performs dif-
ferential privacy processing, which enables the image to 
achieve the goal of privacy protection without causing ma-
jor damage to the image vision. Ref. [32] utilize differential 
privacy to perturb eigenfaces, which avoids privacy attacks 
on information inference and model memory. Ref. [33] 
achieved the same effect as anonymization by blurring fa-
cial images through formal differential privacy. Ref. [34] 
directly introduces the differential privacy noise of the La-
placian mechanism in the frequency domain of the image, 
and reduces the image error based on the discrete Fourier 
technology to generate an image with privacy protection.   

   

III. MECHANISM DESIGN 

This section describes in detail the face recognition 
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method for smart teaching management mechanism pro-
posed in this paper. We propose a face image privacy recog-
nition and protection algorithm based on facial feature ex-
traction and analysis. Specifically, we identify and extract 
features from fixed parts in face images, including eyes, 
nose, mouth, eyebrows, and cheeks. Then, we designed a 
face privacy recognition and protection model based on 
conditional GAN. 
 
3.1. Face Feature Extraction 

Studies have shown that when using the ROI for partial 
recognition of facial expression images, local features play 
an important role in facial expression recognition. For face 
recognition, the basic steps include face detection, facial 
feature extraction, face recognition or matching. The ex-
tracted features include facial contours, facial features (i.e., 
eyes, nose, mouth, eyebrows, etc.), texture features (e.g., 
wrinkles) [35]. Wrinkle texture features affect the detection 
of age and health. Eyes, nose, mouth, eyebrows, and other 
facial features affect facial recognition. Facial contours af-
fect the overall structure of the face. When performing face 
recognition, the effect of forehead and face is far less than 
that of facial features such as eyes, nose, mouth, and eye-
brows. Therefore, in face identity protection, the role of fa-
cial features is greater than that of other parts. 

Since facial contours have an impact on face detection 
and the overall structure of the face, the facial contours are 
considered as facial features and are not analyzed for facial 
features. The facial feature analysis algorithm proposed in 
this method mainly considers the influence of facial fea-
tures and the correlation of eyes, nose, mouth, and eye-
brows on facial identity. When protecting the privacy of 
face identity, only the facial features can be processed, and 
the structure of other regions and more attributes of the 
original image can be preserved. In this regard, we propose 
a facial feature analysis algorithm, the structure of which is 
shown in Fig. 1. 

In order to avoid other calculation errors caused by pix-
elization that is far from the original image, try to pixelate 
the positioning features with pixels that are close to the skin 
color of the face to form pixelated eye images, pixelated 
eyebrow images, pixelated nose images, pixelated mouth 
image. Then calculate the similarity between the pixelated 
eye image, pixelated eyebrow image, pixelated nose image, 
pixelated mouth image and the original face image respec-
tively. The Euclidean distance is used to calculate the sim-
ilarity between images. The greater the similarity between 
the two images, the smaller the impact of contrasting pixe-
lated features on the face matching. According to the cal-
culation results, the features with a low degree of matching 
with the face are regarded as facial features. Facial feature 
analysis is the image preprocessing of the face image pri- 

vacy protection algorithm. After the facial feature analysis 
of the face image, the facial features can be processed in the 
process of face image privacy protection. 
 
3.2. Model Design 

In order to retain more other features of the original im-
age, we propose a facial feature model based on the GAN 
model, which embeds the facial feature analysis into the 
preprocessing layer of the GAN model, generates and 
changes the facial features, and retains other facial attrib-
utes of the face image. Our proposed model is a conditional 
generative adversarial network model based on image 
anonymization. The input image of the model is divided 
into two parts, one is the feature localization map and facial 
mask map of the original face, and the other is the target 
image that does not contain the original face. The prepro-
cessing of the original image by this model is to process it 
into a feature localization image and a facial mask map. Af-
ter the model is analyzed, the facial features are prepro-
cessed, and the preprocessing gets the feature mask map 
and feature label map as input. The features in the feature 
mask map and feature marker currently include facial con-
tours. The model structure is shown in Fig. 2. 

In Fig. 2, the feature mask image and feature tag image 
are images obtained based on the facial feature analysis al-
gorithm. The target image is a real image set that does not 
contain the original face, which is used to anonymize the 
generated image, and the anonymized area is the mask area. 
Feature mask images and strong feature labeled images are 
processed by downsampling and fed into the generator. At 
the same time, the target image is processed by a transposed 
neural network and input to the generator. The input data is 

  

Fig. 1. The overflow of the facial feature analysis. 
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upsampled in the generator to generate an adversarial im-
age. The generated image is input to the discriminator for 
discrimination. The identity director is used to identify the 
identity of the user, and distinguish between the generated 
image and the given expected image, making the generated 
image and the expected image as indistinguishable as pos-
sible. In the end, the face image generated by the GAN 
model meets the two characteristics that it is difficult to 
identify the authenticity of the image, and it is difficult for 
the machine to distinguish the identity of the image. 

In the process of facial feature analysis, calculating the 
matching degree between the pixelated feature image and 
the original face image is an important criterion for analyz-
ing the importance of features. We use the Euclidean dis-
tance to discriminate the similarity between the pixelated 
feature image and the original image. The formula of Eu-
clidean distance to calculate the similarity of two images in 
N-dimensional space is as follows. 

 𝐸𝐷 = ට∑  ே௜ୀଵ (𝑥௜ − 𝑦௜)ଶ.  (1)

 
When calculating Euclidian distance, the image needs to 

be transformed into grayscale image. 𝑥௜  and 𝑦௜  are the 
corresponding grayscale values of the image respectively, 
namely, the corresponding pixel points of the two images. 
The larger the calculation result, the larger the space dis-
tance between two points, and the lower the similarity be-
tween two images. The smaller the calculation result, the 
greater the similarity between the two images. According to 
the data given by FaceNet in the image matching experi-
ment, when the matching result is greater than or equal to 
1.1, the matching rate of two images is very low and they 
are regarded as different faces. When the matching result is 
less than 1.1, the two face images are regarded as a success- 

ful match, that is, a face. In the face features and the original 
face image matching process, because the face features are 
largely combined at the same time affect face recognition, 
so cannot be a single successful matching result to the 1.1 
standard to calculate. Considering that each feature will af-
fect each other, the minimum similarity value of the four 
calculation results is far less than the average value of the 
four results, so the feature with the minimum calculation 
result is taken as the feature of facial recognition without 
influence. When the calculated results of all eigenvalues are 
not different, mask processing is performed on all facial 
features. 

We perform feature location and feature mask processing 
on the face image analyzed by facial features, and obtain a 
strong facial feature location map and a strong facial feature 
mask map, which are spliced and input to the generator. The 
image discriminator and identity director in the discrimina-
tor part constitute a Siamese neural network, that is, both 
use the same loss function. We pre-train the identity direc-
tor with a loss such that the generated image yields the de-
sired identity given the desired image, and then fine-tune 
the network with a contrastive loss. The loss functions for 
the image discriminator and generator are computed as fol-
lows. 

 𝑚𝑖𝑛஽ 𝑉(𝐷) = ଵଶ 𝐸௫∼௣data (௫)(𝑥)ሾ(𝐷(𝑥) − 𝑏)ଶሿ ଵଶ 𝐸௭∼௣೥(௭)(𝑥)ሾ(𝐷(𝐺(𝑧)) − 𝑎)ଶሿ.
 (2)

 𝑚𝑖𝑛ீ 𝑉(𝐺) = ଵଶ E௭∼௣೥(௭)(𝑧)ሾ(𝐷(𝐺(𝑧)) − 𝑏)ଶሿ, (3)
 

where G is the generator, D is the discriminator, a and b are 
the labels of the generated image and the real image, respec-
tively. 𝑥 ∼ 𝑝data (𝑥)  is the distribution that satisfies the 
original image, and 𝑧 ∼ 𝑝௭(𝑧) represents the distribution 
that satisfies the noise. In the model, the facial feature lo-
calization map and facial feature mask image are first con-
catenated and then processed by downsampling. At the 
same time, the target image is input to the generator after 
being processed by the transposed neural network. 
  

IV. EXPERIMENTS AND RESULTS 

4.1. Dataset and Setting 
In order to avoid unnecessary errors caused by insuffi-

cient training and testing images and incomplete face iden-
tities, this experiment uses the two most commonly used 
face datasets in face research, namely CelebFaces Attrib-
utes (Celeb A) and Labeled Faces in the Wild (LFW). Celeb 
A is a large-scale open-source face dataset published by the 
research team of the Chinese University of Hong Kong 
[36], which includes 202,599 face images, and the images 
cover complex and changeable poses and backgrounds. 

 

Fig. 2. The overall structure of our proposed model based on
GAN. 
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This dataset is robust to studying publicly available face im-
ages. The image resolution in the Celeb A dataset is all 
178×218. LFW is a face dataset completed by a research 
team at the University of Massachusetts. The face images 
in this dataset come from face images on the Internet. Each 
image also has complex and changeable character poses 
and backgrounds. There are more than 13,000 face images 
in total, and the resolution of the images is 250×250.  

We take the common metrics for face classification and 
identification as performance indicators in our experiments, 
including the structural similarity (SSIM) and classification 
metrics: Recall, Precision, Accuracy, and F1-score. They 
are respectively defined as follows. 

 SSIM(𝑥, 𝑦) = ൫ଶఓೣఓ೤ା஼భ൯൫ଶఙೣఙ೤ା஼మ൯൫ఓమೣାఓ೤మା஼భ൯൫ఙೣమఙ೤మା஼మ൯, (4)

 Recall = TPTP + FN, (5)

 Precision = 𝑇𝑃𝑇𝑃 + 𝐹𝑃, (6)

 Accuracy = ்௉ା்ே TP+TN+FP+FN, (7)
 F1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙 Precision+Recall , (8)
 

where 𝐶ଵ  and 𝐶ଶ  are constants, 𝜇௫  and 𝜇௬  are the 
means of x and y, 𝜎௫ and 𝜎௬ are the standard deviations 
of x and y, and xy is the covariance of x and y. SSIM is one 
of the most common metrics for evaluating image similarity 
and is widely used to generate visual structure evaluations 
of images. SSIM mainly compares the similarity of two im-
ages from three aspects: image contrast, image structure 
and image brightness. At the same time, these three aspects 
are relatively close to the human eye's visual perception of 
the image, so it has certain theoretical significance to eval-
uate the difference between the human eye's perception of 
the two images. When comparing two images with SSIM, 
the two images need to be gray scaled first. When calculat-
ing SSIM, the pixel values of the two images are regarded 
as x and y respectively, the standard deviation of the gray 
level is used as the measurement of the image contrast, the 
average gray level is used as the measurement of the image 
brightness, and the structure measurement is used to calcu-
late the structure of the two images. In other metrics, TP is 
the true positive prediction, TN is the true negative predic-
tion, FP is the false positive prediction, FN is the false neg-
ative prediction. 
 
4.2. Results 

Table 1 calculates and compares the SSIM similarity be- 

tween the image generated by various image protection al-
gorithms and the original image. The algorithms compared 
include unprocessed (original), pixelated, facial occlusion 
(masked), CIAGAN model [37] and the generation model 
based on GAN proposed in this paper. 

It can be seen from Table 1 that the result of calculating 
the SSIM index value of the unprocessed face image is 1, 
which means that the two images are exactly the same. 
From the results of the pixelation method and the occlusion 
method, it can be seen that the SSIM value of the occluded 
image is smaller, which indicates that occlusion has a great 
effect on the masking of image information. Compared with 
the images processed by the pixelated, occluded, and CIA-
GAN models, the proposed model achieves the largest 
SSIM value, which shows that the difference between the 
face image generated by our model and the original face 
image is smaller than that produced by other comparison 
algorithms. 

Table 2 shows the results of face recognition on the 
Facenet model for images generated by different models. 
From the Table, we can see that: (1) compared with other 
processing methods, our proposed method has achieved the 
best results on the four indicators; (2) the Pixelated method 
is better than the Masked method, which shows that the 
masked manner will lose a lot of facial information. The 
face matching module in the Facenet model is a calculation 
process for the similarity of two face images, which is 
widely used in traditional face matching models, which is 
of great significance for measuring the effect of protected 
images in matching models. Face image privacy protection 
is an important requirement of face recognition. In order to 
verify the de-recognition performance of the proposed al-
gorithm, the famous Facenet model was used to evaluate 

Table 2. The classification results of Facenet model under differ-
ent processing methods. 

Method Recall 
(%) 

Precision 
(%) 

Accuracy 
(%) 

F1 
(%) 

Original 70.6 65.4 75.3 67.9 
Pixelated 30.1 29.3 33.6 29.7 
Masked 5.64 6.89 6.17 6.2 

CIAGAN 26.3 24.8 29.4 25.5 
Ours 40.8 38.9 43.7 39.8 

Table 1. Comparison results with different processing mothds.
Method SSIM 

Original 1.0 
Pixelated 0.264 
Masked 0.134 

CIAGAN 0.281 
Ours 0.328 
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the de-recognition ability of the generated face image. 
Facenet model can realize face alignment, face matching, 
face recognition and other functions. With its good face 
recognition performance, Facenet model has been used by 
many face privacy protection models to evaluate the de-
recognition performance. We use the face recognition mod-
ule and face matching module of the Facenet to evaluate the 
de-recognition effect of the generated images. Face recog-
nition module uses image to realize Iception-Resnet to 
Facenet model for pre-training, its recognition principle is 
to measure the nearest neighbor from the same category of 
sample rate, the output result is the recognition rate. The 
higher the output value, the worse the privacy protection of 
the model generating the face image. On the contrary, the 
lower the recognition rate of the face image, the better the 
privacy protection of the model generating the image. 
 

V. CONCLUSION 

This paper introduces a privacy protection model of face 
image based on facial features. Firstly, the theoretical logic 
of the proposed facial feature analysis algorithm is intro-
duced, which aims at processing the features that have im-
portant influence on the face image. Then the facial feature 
analysis algorithm is embedded into the GAN model. The 
facial features of the image are generated by the condition 
generation based on anonymization against the network 
generation, and the identity is close to the given expected 
image. The resulting protected image preserves image fea-
tures other than facial features. It can be seen from the ex-
perimental results that the protective image generated by 
the proposed model retains image features other than facial 
features, so that the posture and action of the figure in the 
image are basically consistent with the original image. In 
the SSIM index, our model is superior to pixelated, oc-
cluded and CIAGAN model protected face images. The ad-
vantages of our proposed method lie in the following two 
points: (1) facial features extraction can well express indi-
vidual details; (2) GAN model can learn the feature distri-
bution state of data by opposing ideas, which provides the 
basis for generating diversified facial images. In the face 
recognition model based on deep learning, the image pro-
tected by the proposed model significantly reduces the 
recognition rate and plays a certain role in the recognition. 
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