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I. INTRODUCTION  

In colleges, student supervisors guide and mentor their 
peers through various educational and professional chal-
lenges [1]. Whether they assist with research projects, pro-
vide academic support, or manage extracurricular activities, 
student supervisors are key facilitators in creating a condu-
cive learning environment. Student supervisors must prior-
itize work efficiency to maintain a productive and support-
ive atmosphere [2-3]. Student supervisors often possess 
advanced knowledge and experience within a particular 
field, making them ideal candidates to support their fellow 
students. They act as mentors, motivators, and role models, 
fostering an inclusive and collaborative learning environ-
ment. Efficiency is paramount for student supervisors, as it 
directly influences the quality and effectiveness of their 
guidance. Optimizing their productivity with a limited 
amount of time and resources ensures they can handle their 
responsibilities effectively while maintaining a healthy 
work-life balance. Student supervisors may encounter var-
ious challenges that hinder their efficiency. These chal-
lenges could include heavy workloads, time constraints, 
interpersonal dynamics, and balancing their academic com-
mitments alongside supervisory roles. A student supervi-
sor's work efficiency significantly impacts their ability to sup- 

port and guide their peers effectively. By embracing time 
management, effective communication, delegation, contin-
uous learning, and self-care, student supervisors can opti-
mize their performance and contribute positively to the 
growth and development of their academic community [4]. 

Adequate student supervision is essential in ensuring col-
lege students receive the necessary guidance and support to 
succeed academically and personally. To maintain a high 
standard of support and ensure optimal student outcomes, it 
is crucial to monitor the work efficiency of student supervi-
sors. Work efficiency monitoring for student supervisors is 
a systematic approach to evaluate their performance, effec-
tiveness, and adherence to best practices in academic advis-
ing and mentoring [5-6]. Monitoring work efficiency helps 
identify areas where student supervisors can improve stu-
dent support, leading to more personalized and practical 
guidance. Adequate supervision positively impacts student 
retention rates and academic success, as students are more 
likely to persist when they receive proper support and men-
toring. 

The widespread application of machine learning can po-
tentially revolutionize various industries, including educa-
tion [7]. In the context of student supervision in colleges, 
machine learning can play a significant role in monitoring 
and optimizing the efficiency of student supervisors. Utiliz- 
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ing clustering analysis to group tasks and activities per- 
formed by student supervisors based on their similarity is 
an excellent approach to gain insights into their time allo-
cation and identify potential areas for optimization [8-9]. 
Clustering analysis refers to grouping a set of objects in 
such a way that objects in the same group (called a cluster) 
are more similar to each other than to those in other groups 
[10]. Utilizing clustering analysis to group tasks and activ-
ities performed by student supervisors based on their simi-
larity can be a powerful tool for optimizing time usage and 
improving the efficiency of college student supervision pro-
cesses. By gaining insights into time allocation patterns, 
colleges can make data-driven decisions to enhance student 
support and foster a more effective learning environment. 
Therefore, to select a more effective distance measurement 
method to improve the clustering quality, a covariance dis-
tance measure (CDM) analysis is proposed in this paper. 
Consequently, the main contributions of this paper are listed 
as follows. 

  
‧ This paper introduces a new method that utilizes ma-

chine learning techniques for monitoring the work ef-
ficiency of student supervisors. This method addresses 
the challenge of efficiently and personally supporting 
a growing number of students under their supervision. 

‧ This paper uses clustering analysis to group tasks and 
activities student supervisors perform based on their 
similarity, allowing for insights into how the supervi-
sors allocate their time, and help identify potential ar-
eas for optimization. 

‧ This paper introduces a covariance distance measure-
ment analysis approach to characterize the closeness of 
data items in multi-dimensional cluster analysis. This 
efficient distance measurement analysis is applied to 
enhance the clustering process and produce more accu-
rate results. 

‧ This paper employs the fuzzy c-means to determine the 
membership degree of each sample point concerning 
class characteristics, involving assigning weights to 
data items, which helps assess the degree of dissimilar-
ity between samples and optimize the clustering met-
ric. 

  

The rest of this paper is organized as follows. Section 2 
reviews the related works. In Section 3, the distance meas-
urement model is studied. The CDM algorithm is proposed 
in Section 4. The experimental results and analysis are pre-
sented in Section 5, and Section 6 concludes this paper. 

 

Ⅱ. RELATED WORKS 

Work efficiency monitoring methods aim to assess and 
optimize the productivity and effectiveness of individuals, 

teams, or organizations in accomplishing their tasks and 
goals. These methods encompass various techniques, tools, 
and approaches to gather data, analyze performance, and 
provide insights for improvement [11-14]. Project manage-
ment allows teams to organize and track tasks, assign re-
sponsibilities, set deadlines, and monitor progress, provid-
ing visibility into project status and identify bottlenecks or 
areas needing improvement [15]. Key Performance Indica-
tors are measurable metrics that represent specific perfor-
mance goals. They can include individual or team targets 
related to productivity, quality, customer satisfaction, or 
other relevant aspects [16]. Gamification techniques inte-
grate game elements into work tasks to increase motivation 
and engagement [17]. Leaderboards, badges, and rewards 
are gamification elements that encourage productivity. Reg-
ular surveys and feedback sessions help collect insights di-
rectly from employees. Understanding their perceptions 
and challenges can highlight areas where efficiency im-
provements are needed [18]. 

AI and machine learning can be employed to analyze 
large datasets, predict workflow patterns, and optimize re-
source allocation [19-20]. These techniques can identify 
patterns of inefficiency and provide personalized recom-
mendations. It is important to note that work efficiency 
monitoring should be approached with sensitivity to pri-
vacy and ethical considerations. Balancing productivity 
monitoring with employee well-being and trust is crucial to 
maintain a positive work environment. Additionally, each 
organization may adopt different methods based on its spe-
cific goals, industry, and work dynamics. Student supervi-
sion is a critical aspect of education and academic develop-
ment. Educational institutions and supervisors employ sev-
eral existing approaches and methods to support and guide 
students effectively. Machine learning has various applica-
tions in work efficiency monitoring, enabling organizations 
to gather insights, identify patterns, and optimize produc-
tivity. 

Sometimes, adaptive selection/weighting of features is 
typically used for dimensionality reduction and perfor-
mance improvement. The features with low correlation [21] 
and high discrimination [22] should be selected and given 
high weights. 
 

Ⅲ. DISTANCE MEASUREMENT MODEL 

The research focus of clustering analysis is to use an ef-
fective distance measurement method to analyze the dis-
creteness or dissimilarity of information between data ob-
jects for data classification. 
 
3.1. Fuzzy Clustering Model for Euclidean Distance 

The fuzzy c-means (FCM) clustering algorithm, initially 
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proposed by J.C. Dunn in1973 and further developed by J.C. 
Bezdek in 1981, was employed to categorize task efficiency 
without modification, as it is well-suited to the data struc-
ture encountered in this study [23]. FCM is a soft clustering 
method that allows data points to belong to multiple clusters 
with varying degrees of membership. Let 𝑋 represent the 
input data. 𝐶  is a set of 𝑘  centers, denoted as 𝐶 =ሼ𝑐௔|𝑐௔ ∈ 𝑅௉ሽ௔ୀଵ௞ , and 𝑀  is a matrix, denoted as 𝑀 =൛𝑚௝௔ห𝑚௝௔ ∈ 𝑅ൟ. In this context, the variable 𝑘 denotes the 
number of clusters, whereas each 𝑚௝௔ signifies the mem-
bership value of the data point 𝑥௝ in cluster 𝑎. The FCM’s 
objective function is expressed as follows. 

 minெ,஼ ∑ ∑ 𝑚௝௔௙௞௔ୀଵ௡௝ୀଵ ฮ𝒙௝ − 𝑐௔ฮଶ. (1)
 
The variable 𝑓 denotes the degree of ambiguity, whereas 

the expression ฮ𝒙௝ − 𝑐௔ฮଶ  indicates the Euclidean dis-
tance [24], quantifying the extent of dispersion across data 
points. A non-convex nature characterizes the optimization 
issue represented by Eq. (1), as it involves a double convex 
objective function. The utilization of alternate optimization 
strategies may effectively address this type of problem. 
When the value of 𝐶 is constant, the relationship between 𝐶 and 𝑀 is convex. Similarly, the relationship between 𝐶 
and 𝑀 is also convex when the 𝑀 value is constant. The 
problem is first optimized over another parameter by con-
sidering 𝐶 to be fixed. Then the process is repeated for 𝑀 
until convergence is achieved, updating the Equation as fol-
lows. 

 

⎩⎪⎨
⎪⎧𝑚௝௔′ = ଵ

∑ ቌቛ𝒙ೕష೎ೌᇲቛమ
ቛ𝒙ೕష೎ೌቛమ ቍ భሺ೑షభሻೖೌసభ

𝑐௔ = ∑ ௠ೕ೑ೌ೙ೕసభ ௫ೕ∑ ௠ೕ೑ೌ೙ೕసభ
. (2)

 
In the fuzzy c-means algorithm, weights are assigned to 

each data point based on its degree of membership to dif-
ferent clusters. The membership degree values represent 
fuzzy weights reflecting how strongly a data point belongs 
to each cluster. For a data point 𝒙௝, its membership degrees 
to all clusters will be 1. A higher 𝑚௝௔  indicates 𝒙௝  is 
more associated with cluster 𝑐௔. These membership weight 
values are initialized randomly and then updated iteratively 
using the optimization steps outlined in Eq. (2). The up-
dated weights determine the cluster centers via weighted 
averaging. Thus, the weighting process helps quantify the 
relative association of data points to different clusters, 
which gets refined over iterations to produce the final clus-
tering result. 

3.2. Classification Distance Measurement Model 
All numerical values and classification distance meas-

urement used by the cluster analysis. 
 𝒅ሬሬ⃗ ൫𝒙௝, 𝒙௞൯ = ቈ 𝒅൫𝒙௝,ଵ, 𝒙௞,ଵ൯, ⋯ , 𝒅൫𝒙௝,௨, 𝒙௞,௨൯𝒅൫𝒙௝,௨ାଵ, 𝒙௞,௨ାଵ൯, ⋯ , 𝒅൫𝒙௝,௨ା௩, 𝒙௞,௨ା௩൯቉். (3)

 
The variables 𝒙௝, and 𝒙௞ denote the vectors represent-

ing the distances between two points in a point-to-point 
context. The variables 𝑢  and 𝑣  denote the number of 
class and numeric properties, respectively. 

The overlap distance, denoted as 𝒅௢ , and the 
αMax+βMin distance, denoted as 𝒅௙ , are defined as fol-
lows for each 𝑝 ∈ ሼ1, ⋯ , 𝑢ሽ [25]. 

 𝒅௢൫𝒙௝,௣, 𝒙௞,௣൯ = ൜0, 𝑖𝑓 𝒙௝,௣ = 𝒙௞,௣1, 𝑖𝑓 𝒙௝,௣ ≠ 𝒙௞,௣. (4)

 𝒅௙൫𝒙௝,௣, 𝒙௞,௣൯ = ൝ 0, 𝑖𝑓 𝒙௝,௣ = 𝒙௞,௣1 − ஺೛൫஺೛ାଷ൯ , 𝑖𝑓 𝒙௝,௣ = 𝒙௞,௣. (5)

 𝐴௣ is a numeric attribute with different values for the 𝑝th attribute. 
 𝒅൫𝒙௝,௣, 𝒙௞,௣൯ = 𝒙௝,௣ − 𝒙௞,௣. (6)
 

The following equation describes the distance between 
the point 𝒙௝ and the cluster 𝑐௔. 

 𝒅ሬሬ⃗ ′൫𝒙௝, 𝒙௞൯ = ൥ 𝒅ሬሬ⃗ ′൫𝒙௝,ଵ, 𝒄௔,ଵ൯, ⋯ , 𝒅ሬሬ⃗ ′൫𝒙௝.௨, 𝒄௔.௨൯𝒅ሬሬ⃗ ′൫𝒙௝,௨ାଵ, 𝒄௔,௨ାଵ൯, ⋯ , 𝒅ሬሬ⃗ ′൫𝒙௝,௨ା௩, 𝒄௔,௨ା௩൯൩். (7)

 
3.3. Mahalanobis Distance (Covariance Distance Meas-

urement) Modeling 
For the cluster analysis of multi-dimensional feature 

space, an effective distance measurement method must rep-
resent the correlation between data attributes. Sets that are 
the same and sets that are different are shown by the terms 𝑆  and 𝐷 , respectively. While traditional fuzzy c-means 
clustering is utilized, the novel contribution lies in integrat-
ing a covariance distance measure, which enhances the al-
gorithm's sensitivity to the multidimensional nature of data. 

 𝑆 = ൛൫𝒙௝, 𝒙௞൯ห𝒙௜ and 𝒙௝ are the same classൟ. (8)
 𝐷 = ൛൫𝒙௝, 𝒙௞൯ห𝒙௜ and 𝒙௝ are the different classൟ. (9)
 
The maximally separable definition of the distance meas-

ure postulates that 𝒙௝ and 𝒙௞ should exhibit proximity if 
they are members of set 𝑆  while demonstrating distinct-
ness if they are members of set 𝐷. In the linear methodolo- 
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gy, the data is transformed into a novel space denoted as 𝑇, 
where each data point 𝒙௝ is mapped to 𝒙௞ by acquiring a 
linear transformation. The linear approach involves acquir-
ing a linear transformation, subsequently used to project the 
data into a novel space denoted as 𝑇: 𝒙௝ ← 𝒙௞ . This is a 
way to show the Mahalanobis distance, which is a way to 
measure correlation distance in the projected space [26]. 

In contrast to the Euclidean distance, the Mahalanobis 
distance (covariance distance measurement) is an unsuper-
vised metric learning method that characterizes the correla-
tion between attributes and is scale-independent, as shown 
in Fig. 1. 

The orange points, blue points, and green points in Fig. 
1 represent various sample points to illustrate the difference 
between Euclidean and Mahalanobis distances. Observe the 
distance between the two orange points in Fig. 1 and the 
center orange to the blue point. If the data distribution is not 
considered, the blue color is closer, which is the Euclidean 
distance measurement. However, the effect of data distribu-
tion needs to be considered in practice. The data samples 
are elliptical, with blue points outside and orange points in-
side the ellipse, so the two orange points are closer. The 
Mahalanobis distance (covariance distance measurement) 
measure can effectively characterize the proximity between 
data objects [27]. In contrast, the Euclidean distance meas-
ure obtains the degree of dispersion between the data, 
which is not conducive to analyzing the correlation between 
multidimensional data. 

 

IV. CDM ALGORITHM 

Traditional FCM does not define data closeness precisely, 
as it employs a fuzzy representation. Let the fuzzy affilia-
tion matrix be represented by 𝑀 = ൛𝑚௝௔ห𝑚௝௔ ∈ 𝑅ൟ, where 𝑚௝௔ is a real number. 𝒅௝௞′ is the degree of difference be-
tween the data points 𝑗 and 𝑘, which is computed by the 
fuzzy affiliation value. 
 𝒅௝௞′ = ଵି𝒎ೕ𝒎ೖ೅ቀฮ𝒎ೕฮమൈ‖𝒎ೖ‖మቁ, (10)

 
where 𝒎௝  and 𝒎௞  are rows 𝑗  and 𝑘  of matrix 𝑀 , 
which are quantitatively estimated by whether the member-
ship is similar based on the similarity 𝑆  between data 
points 𝑗 and 𝑘. If the data belongs to different clusters, all 
clusters (𝒎௝ and 𝒎௞) have different values. 𝒎௝ and 𝒎௞ 
have different pairs of associated entries (𝒎௝௔ and 𝒎௞௔), 
at least one of which is close to zero. Therefore, their degree 
of difference 𝒅௝௞′ is close to 1. 

To maximize class separation, covariance distance is 
used instead of Euclidean distance to improve the optimi-
zation problem of fuzzy clustering [28]. One of the criteria 
used to quantify this expectation is the minimal distance be-
tween all comparable data points. In the context of cluster-
ing, it is essential to note that all data points inside a given 
cluster S, denoted as 𝒙௝ and 𝒙௞, are viewed as paired and 
undergo migration towards the cluster center 𝑐௔. Since S is 
a fuzzy similarity set, this constraint must be fulfilled fol-
lowing the membership 𝑚௝௔ assigned to 𝒙௝ in cluster 𝑎. 
To accomplish this purpose, the Euclidean distance in the 
objective Eq. (1) of the FCM model is substituted with a 
covariance measurement. The initial criteria are stated in 
the form of a loss function. 
 minெ,஼ ∑ ∑ 𝒎௝௔௙ 𝒅ሬሬ⃗ ′൫𝒙௝, 𝒄௔൯୘𝒅ሬሬ⃗ ′൫𝒙௝, 𝒄௔൯௪௔ୀଵ௡௝ୀଵ . (11)
 

Therefore, the issue at hand is resolved in the following 
manner. 

 minெ,஼ ሺ1 − 𝛽ሻ minெ,஼ ෍ ෍ 𝒎௝௔௙ 𝒅ሬሬ⃗ ′൫𝒙௝, 𝒄௔൯୘𝒅ሬሬ⃗ ′൫𝒙௝, 𝒄௔൯௪
௔ୀଵ

௡
௝ୀଵ൅ 𝛽 ෍ ෍ 𝒅௝௞ᇱ𝜻ೕೖ.௡

௄ୀଵ
௡

௃ୀଵ  
s. t.

⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧𝒅ሬሬ⃗ ൫𝒙௝, 𝒙௞൯୘𝑫𝒅ሬሬ⃗ ൫𝒙௝, 𝒄௔൯ ൒ 𝛿 − 𝜻௝௞, ∀𝑗, 𝑘 ∈ ሺ1, ⋯ , 𝑛ሻ𝜻௝௞ ൒ 0𝛿 ൐ 00 ൏ ෍ 𝒎௝௔ ൏ 𝑛௡

௝ୀଵ෍ 𝒎௝௔௪
௔ୀଵ = 1

.
(12)

 
The symbol 𝛽 represents a compromise parameter that 

balances two components. 𝜻௝௞ is introduced as the slack 
variable, and 𝛿 is denoted as the minimal distance. It is a 
constant value greater than zero. The symbol 𝑫 denotes a 
semi-definite matrix, with the condition that 𝑫  is more 
significant than or equal to zero. In the context of the opti-
mization problem, it may be stated that when the value of 𝒅௝௞′ is equal to zero, the corresponding term in the problem 
also evaluates to zero. Conversely, when the value of 𝒅௝௞′ 
is equal 1, the corresponding 𝜻௝௞ value contributes to the 
second term. 

The fuzzy c-means algorithm assigns a membership de- 

 
  

Fig. 1. Euclidean distance and Mahalanobis distance. 
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gree 𝒎௝௔ to each data point 𝒙௝ representing its associa-
tion with cluster 𝒄௔. These membership values are used as 
fuzzy weights that quantify the degree to which data points 
belong to different clusters. Data points may have partial 
membership in multiple clusters, with the sum of member-
ships equal to 1. 

For the proposed covariance distance metric learning ap-
proach, these membership weights 𝒎௝௔ play a key role in 
the optimization function. The weighted covariance dis-
tance 𝒅′൫𝒙௝, 𝒄௔൯ between a data point 𝒙௝ and cluster cen-
ter 𝒄௔ is calculated using the corresponding membership 
degree 𝒎௝௔ as: 
 𝒅′൫𝒙௝, 𝒄௔൯ = 𝒎௝௔௙ ∗ ൫𝒙௝ − 𝒄௔൯ᇱ𝑫൫𝒙௝ − 𝒄௔൯. (13)
 

Additionally, the membership weights determine the dif-
ference degree 𝒅௝௞′ between two data points, 𝒙௝, and 𝒙௞, 
based on the similarity of their membership distributions. 
The difference degree is an optimization criterion to ensure 
separation between dissimilar points. 

Thus, the membership weights 𝒎௝௔  from fuzzy c-
means provide a means to quantify association to clusters 
when learning the distance metric 𝑫. The weights help en-
sure that the optimization process results in tighter cluster-
ing of similar data points. 

The application of FCM is different from k-means, which 
provides clear label information and adjusts the transfor-
mation matrix to fit the clustering index by learning the 
clustering index. In the subsequent iteration, the clustering 
index will retain its prior value, indicating a local optimiza-
tion phenomenon in this approach. Furthermore, the update 
iteration fails to acquire knowledge of the new transfor-
mation matrix, leading to a rapid convergence towards the 
local optimum issue [29]. The data points in FCM are some-
what similar or different. The satisfaction degree of the two 
criteria in equation (12) can be obtained according to the 
fuzzy membership value 𝒎௝௔ and difference degree 𝒅௝௞′, 
avoiding convergence to the local optimal. 

  

V. EXPERIMENT AND RESULTS ANALYSIS 

5.1. Environment and Method 
To verify the proposed algorithm, the two datasets, Wine 

and Breast Tissue (BT), from the UCI machine learning re-
pository are selected as the benchmark [30]. The datasets 
selected for the study are chosen to benchmark the proposed 
machine learning method's efficiency in a controlled envi-
ronment before its application in monitoring the work effi-
ciency of student supervisors. Table 1 presents an overview 
of these datasets. The BT dataset has nine features and 106 
instances, each described by nine features representing 

electrical impedance measurements of breast tissue samples. 
These are categorized into six classes based on tissue type. 
The attributes are numerical and continuous, derived from 
various impedance measurements in different frequencies, 
which are analogous to different performance metrics that 
could be observed in supervisory roles. The Wine dataset 
has 13 features and 178 instances; each instance is charac-
terized by 13 features, reflecting chemical analyses of Ital-
ian wines grown in the same region but derived from three 
different cultivars. The attributes of the Wine dataset are 
also numerical and continuous, covering a range of chemi-
cal properties like alcohol and malic acid content. These can 
be compared to various evaluative measures in a supervi-
sory context. 

Both datasets possess a mix of features that mirror the 
variety and complexity of data one would expect in work 
efficiency monitoring for student supervisors. The 'Number 
of Features' in both datasets aligns with the diverse metrics 
for assessing supervisors' performance. 'Dimensionality' re-
flects the varied nature of supervisory tasks, and the 'Nature 
of Attributes' represents different quantitative assessments 
that a supervisor may evaluate. Through the use of these 
datasets, it is able to demonstrate the accuracy and reliabil-
ity of the clustering approach, providing a solid indication 
of its applicability to real-world supervisory data. 

The datasets detailed in Table 1, while not derived from 
student supervisor scenarios, have been selected for their 
structural complexity and attribute diversity, which align 
closely with the data types anticipated in supervisory mon-
itoring contexts. The BT dataset, with 106 instances across 
nine attributes and six categories, and the Wine dataset, 
comprising 178 instances, 13 attributes, and three catego-
ries, exemplify multifaceted data similar to that which 
would be analyzed in the supervisory role. The 'Number of 
instances' represents the volume of supervision scenarios, 
the 'Number of attributes' corresponds to the various perfor-
mance metrics of student supervisors, and the 'Number of 
categories' reflects the potential classifications of supervi-
sory activities. These datasets are utilized to validate the ro-
bustness of the proposed clustering algorithm and simulate 
its performance in categorizing and analyzing the efficiency 
of supervisors' tasks. Through this simulation, the algo-
rithm's potential efficacy in real-world applications is 
demonstrated, laying the groundwork for subsequent appli- 
cation to data directly collected from student supervisor ac- 

Table 1. Dataset information. 

Datasets Number of 
instances 

Number of  
attributes 

Number of 
categories 

Breast tissue 106 9 6 

Wine 178 13 3 
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tivities. 
The simulation experiment entailed comparing the pre-

dicted and actual labels of each data point to evaluate the 
accuracy of the clustering results. Two simulation measures, 
namely clustering accuracy and normalized mutual infor-
mation (NMI), are employed to compare various techniques 
[31]. 

The evaluation of clustering accuracy entails the evalua-
tion of the accuracy of data point allocation by quantifying 
the number of correctly assigned data points and dividing it 
by the total number of data points. 

NMI is often used in clustering evaluation, community 
detection, and information retrieval tasks. There needs two 
clusterings to calculate Normalized Mutual Information: 
the ground truth (true clustering) and the predicted cluster-
ing. Let us denote the true clustering as 𝑇  and the pre-
dicted clustering as 𝑃. Both 𝑇 and 𝑃 should be arrays or 
lists of cluster assignments, where each element represents 
the cluster assignment of a data point. Here are the steps to 
calculate NMI. 

Step 1: Calculate the entropy of the true clustering 𝐻ሺ𝑇ሻ. 
 𝐻ሺ𝑇ሻ = − ∑ ቀୡ୭୳୬୲_௧௡ ቁ ∗ logଶ ቀୡ୭୳୬୲_௧௡ ቁ, (14)
 
where variable count 𝑡  represents the quantity of data 
points included within cluster 𝑡  of the true clustering, 
whereas 𝑛 is the overall amount of data points. 

Step 2: Calculate the entropy of the predicted clustering 𝐻ሺ𝑃ሻ. 
 𝐻ሺ𝑃ሻ = − ∑ ቀୡ୭୳୬୲_௣௡ ቁ ∗ logଶ ቀୡ୭୳୬୲_௣௡ ቁ, (15)
  

where variable count 𝑝  represents the count of data 
points within cluster 𝑝  in the anticipated clustering, 
whereas the variable 𝑝 represents the overall count of data 
points. 

Step 3: Calculate the mutual information (𝑀𝐼) between 
the true and predicted clusterings. 
 𝑀𝐼ሺ𝑇, 𝑃ሻ = ∑ ∑ ቀୡ୭୳୬୲_௧௣௡ ቁ ∗ logଶ ቀ ሺ௡∗ୡ୭୳୬୲_௧௣ሻୡ୭୳୬୲_௧∗ୡ୭୳୬୲_௣ቁ, (16)

  
where variable count_𝑡𝑝  represents the count of data 
points that belong to cluster 𝑡  in the real clustering and 
cluster 𝑝  in the predicted clustering. The variables count 𝑡  and count 𝑝  are defined in steps 1 and 2, re-
spectively. The variable 𝑛 represents the total number of 
data points. 

Step 4: Calculate the 𝑁𝑀𝐼. 
  𝑁𝑀𝐼 = ଶ∗𝑀𝐼ሺ்,௉ሻுሺ்ሻାுሺ௉ሻ. (17)

  
The NMI score is between 0 and 1. A value closer to 1 

indicates a higher similarity between the two clusterings, 
while a value closer to 0 indicates a lower similarity. 

 
5.2. Performance Analysis 

The accuracy results of CDM, literature [32], and litera-
ture [33] are assessed in the BT and Wine datasets to exam-
ine the impact of cluster quantity on clustering outcomes. 
After determining that the number of classes is equal to the 
number of clusters, the number is increased by a factor of 
four. Fig. 2 displays the simulation results. 

Fig. 2 shows the algorithm's performance in two datasets, 
and the clustering accuracy of the three algorithms is grad-
ually improved with the increasing number of clusters. The 
clustering accuracy of the CDM algorithm is better than that 
of the contrast algorithm in the BT dataset. Compared with 
literature [32] and literature [33], the clustering accuracy of 
the CDM algorithm in the Wine dataset fluctuates around 
80%, which can maintain stable and high-precision cluster-
ing performance. 

High clustering accuracy in work efficiency monitoring 
for student supervisor’s aids in pinpointing areas of exces-
sive or insufficient time allocation. Precise clustering of 
students based on needs and performance patterns provides 
valuable insights for supervisors in understanding resource 
allocation. Accurate clustering uncovers student groups re-

(a) BT 
 

(b) Wine 
  

Fig. 2. Clustering accuracy. 
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quiring additional attention and support, including strug-
gling students or those facing specific challenges. Identify-
ing these groups allows supervisors to allocate more time 
and resources for adequate assistance. 

On the other hand, high clustering accuracy can also re-
veal student groups performing well and requiring less in-
tervention or supervision. These groups may be self-driven 
and demonstrate higher levels of independence. By recog-
nizing these time-efficient groups, the supervisor can focus 
more on other areas that need attention. High clustering ac-
curacy can highlight imbalances in time allocation across 
different student groups. It can help the supervisor ensure 
that each group receives appropriate attention and support, 
leading to a more equitable distribution of their efforts. 

Additionally, accurate clustering allows the student su-
pervisors to manage their time proactively. They can iden-
tify potential time sinks and areas requiring additional sup-
port before issues become critical. This proactive approach 
can help avoid wasted time and effort on reactive measures. 
Over time, the student supervisor can continuously evaluate 
the effectiveness of their time allocation strategies based on 
clustering results. This iterative improvement process en-
sures the supervisor can fine-tune their time management 
techniques for better work efficiency. High clustering accu-
racy gives the student supervisor data-driven evidence to 
support their time allocation decisions. It ensures that deci-
sions are based on student needs and performance, leading 
to more effective use of time and resources. In summary, 
high clustering accuracy empowers the student supervisor 
to make informed decisions about time allocation, allowing 
them to optimize their efforts and resources. By identifying 
areas of excessive or insufficient time usage, the supervisor 
can tailor their approach, improve work efficiency, and ul-
timately enhance the learning experience for students. 

  

Ⅵ. CONCLUSION 

This paper studies machine learning-based work effi-
ciency monitoring method for student supervisors, and the 
summary is as follows. 

  
‧ This paper proposes a novel machine learning method 

for monitoring student supervisor work efficiency us-
ing clustering analysis of activities based on similarity. 

‧ A covariance distance metric learning approach is intro-
duced to improve clustering accuracy by considering 
attribute correlations when measuring proximity. 

‧ Fuzzy c-means is utilized to assign membership weights 
to data points, reflecting their association to clusters 
during optimization. 

‧ The method demonstrates superior clustering accuracy 
compared to benchmarks on real-world datasets. 

‧ Accurate clustering of supervisor activities provides 
data-driven insights to tailor time allocation, enhance 
work efficiency, and improve student guidance. 

 
Despite the promising results, the research also acknowl-

edges certain limitations. One limitation is the dependency 
on the availability and quality of data. To further enhance 
the robustness of the proposed method, efforts should be 
made to gather more comprehensive and diverse datasets 
from different educational settings. Additionally, the pro-
posed algorithm may have certain constraints regarding the 
scalability to handle massive datasets. Future research 
should optimize the algorithm's performance to handle 
more extensive and complex data, ensuring its practical ap-
plicability in real-world scenarios. 
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