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I. INTRODUCTION  

For a long time, the study found that the physical exer-
cise of primary and secondary school students after class 
and during holidays tapered. With the expansion of online 
education and tutoring, the time for students to exercise af-
ter class has been greatly crimped [1]. However, with the 
expansion of modern information technology, the promo-
tion of Internet plus education and the continuous develop-
ment of intelligent physical education, physical education 
distance learning has become one of the inevitable trends of 
future development [2]. Artificial intelligence and other 
technologies not only smash the restrictions of space, time, 
region and other factors on the traditional sports classroom, 
but also provide guarantees for schools to provide teaching 
feedback links in extracurricular sports teaching. Educators 
redesigned physical education teaching, and made physical 
education teaching present a new learning space and envi-
ronment by changing the traditional way of teacher-student 
interaction. However, there are a series of issues in the 
online physical education teaching procedure, such as a sin- 
gle layout of content, insufficient recognition of human 
posture, and an objective evaluation system of actions [3]. 

The progress of physical education also relies on artifi-
cial intelligence technology. At present, experts and schol-
ars have clearly pointed out that fully tapping the potential 
of artificial intelligence and developing artificial intelli-
gence sports education with more comprehensive and safer 
functions will be a vital research guide in the future [4-5]. 
Therefore, the combination of artificial intelligence and 
physical education has received continuous attention from 
researchers. However, according to literature research, the 
current program of artificial intelligence technology in the 
area of physical education is mostly concentrated in the col-
lection of motion sensor information, data analysis, and 
other aspects [6]. These works are mostly auxiliary to ex-
isting education models, without substantive optimization 
of teaching elements such as learning pathways and evalu-
ation methods. In other words, the integration of artificial 
intelligence technology and physical education is as usual 
in its infancy. It is inevitable to deeply analyze the charac-
teristics of artificial intelligence technology and the demand 
of physical education, break the knowledge boundary be-
tween the two, and study the deep integration of artificial 
intelligence technology and physical education in specific 
sports projects [7]. Physical education teaching has its own 
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characteristics. Students not only need to learn basic theo-
ries, but also need to practice basic movements, and com-
bine the actual analysis of action learning results to achieve 
accurate and intelligent feedback and scientific evaluation 
of basic movement learning, forming a practical action 
evaluation process. 

The artificial intelligence boom triggered by deep learn-
ing technology has swept through many fields and achieved 
fruitful results. In the areas of machine vision and so on, 
deep learning technology shows its advantages in pro-
cessing big data, security and multi-source heterogeneous 
data [8-9]. Based on virtual reality technology, a movement 
teaching platform with a more immersion feel can simulate 
human motion scenes and achieve realistic action simula-
tion effects. The artificial intelligence technology based on 
deep learning has achieved excellent results in the area of 
human posture research [10]. This kind of method can 
achieve precise analysis of human posture in time and space, 
with strong practicality and wide applicability. Human mo-
tion posture recognition technology refers to the use of 
computer vision technology to recognize and analyze the 
posture of the human body during the movement process, 
thereby providing real time feedback and guidance. 

Human posture research is a fundamental issue in com-
puter vision, serving as the foundation for multi person pos-
ture research and motion object analysis. It can be univer-
sally applied in numerous fields such as human-computer 
interaction, pedestrian behavior recognition, behavior anal-
ysis, human segmentation, and physical education teaching 
[11]. The goal of the one-person pose study is to find the 
coordinates of a person's different nodes from an image 
containing a human body. The study of individual poses in 
images is facing daunting challenges due to the influence of 
shooting angles, scenes, lighting, and clothing. However, 
the research of single person attitude has made rapid devel-
opment. Since the methods in the attitude research are 
mainly based on the depth convolutional neural network, 
and a few measures are based on the generative adversarial 
network. Simultaneously, we have developed the multi per-
son attitude research based on the single person attitude re-
search. The final multi person attitude can be obtained by 
accurately detecting the target person in the input RGB 
video, predicting 2D key points, and eventually predicting 
accurate 3D key points through our network. On the basis 
of existing hardware, we can completely achieve real-time 
multi motion object analysis, which provides us with many 
conveniences in our daily lives. 

The process of posture matching based on skeleton fea-
tures requires the use of human bone point data information. 
Human bone points are the joint parts that connect limbs 
into a steel hinge system. The correlation of bone point data 
can be used to determine the specific state of bone points 
and the action forms of each limb. With the development of 

hardware devices and breakthroughs in visual algorithms, 
especially pose research algorithms based on deep learning, 
obtaining bone point data has become more convenient [12-
13]. The main methods for obtaining human bone point data 
include direct acquisition from devices and pose estimation 
extraction from images. This article combines practical ex-
amples of physical education teaching and focuses on the 
study of human posture. The main work and structural ar-
rangement of this article are as follows. 

 
(1) Firstly, the direction and significance of human posture 

research in the context of deep learning were introduced, 
as well as the corresponding elaboration of the research 
on physical education teaching applications and model 
algorithms in artificial intelligence. Finally, the major 
research content and organizational structure of this ar-
ticle were introduced. 

(2) By researching on human posture, human posture data 
processing is analyzed, the ResNet network principles 
are introduced, and the human posture estimation 
method based on ResNet is proposed. 

(3) A platform was built based on relevant requirements, 
and the accuracy and performance of the experimental 
results were evaluated and analyzed. Compared with 
traditional IPR and LAIPR, the ResNet based human 
posture estimation method for human posture recogni-
tion improved accuracy, which to some extent verified 
the effectiveness and practicality of the application in 
physical education teaching. 

 
The remaining part of this article consists of four parts, 

and the second part is related literature related to the work 
of this article. The third part provides detailed introduction 
to dance recognition based on deep algorithm models and 
the design of human-machine interaction platforms for data 
centers. The fourth part analyzes the proposed method and 
its effectiveness through experiments and indicators. Fi-
nally, the main research contents and conclusions of this pa-
per are summarized. 

  

Ⅱ. RELATED WORK 

Big data technology and other emerging computer tech-
nologies had made continuous progress in physical educa-
tion teaching and field applications. The study of human 
posture emerged in 1980, and early methods used model-
based methods for estimating human posture. Ren et al. [14] 
first used segmentation methods to receive the features of 
various portion of the human body, and then matched the 
model using constraints such as relative position, scale con-
sistency, and shape consistency between joint points to ob- 
tain the human posture. Hua et al. [15] used Markov net-
works to model the position of human joint points, inferring 
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human posture through information such as shape, edge, 
and color in the image. Mori and Malik [16] obtained hu-
man posture by matching shapes, which not only obtained 
the position of joint points, but also achieved tracking of 
joint points during motion. In addition, there was the Body 
Plan (BP) method, which referred to a series of human fea-
tures learned from image data under the limitations of color, 
texture, and geometric attributes. Using body maps could 
achieve segmentation and recognition of human bodies in 
complex environments. 

The study of human posture based on deep learning had 
now become the mainstream research method for three-di-
mensional posture research. Martinez et al. [17] proposed 
the classic two-stage method baseline based on deep learn-
ing, which proved its feasibility through experiments and 
provided a foundation for subsequent research. Zhao et al. 
[18] also proposed an improved method based on Baseline, 
which used two-dimensional skeleton coordinates to pre-
dict the three-dimensional pose skeleton through its net-
work. Pavllo et al. [19] proposed a two-stage method based 
on baseline, which obtained three-dimensional human body 
coordinates based on two-dimensional skeleton coordinates, 
with high precision and real-time behavior. The innovation 
of the method proposed by Yang et al. [20] was the use of 
an adversarial learning framework to supervise two-dimen-
sional skeletons, which could also be understood as a com-
bination of two types of methods. The method proposed by 
Oberweger et al. [21] was also applied to supervise the pre-
dicted three-dimensional skeleton in order to improve accu-
racy. Xiang et al. [22] proposed a three-dimensional vector 
called part orientation fields (POF), which was trained 
through a network to obtain end joints such as hands and 
feet. However, due to the lack of available datasets, its uni-
versality was not strong. In contrast, the top-down method 
first found all the people in the image, and then performed 
pose estimation to find each person's key points, which 
could be directly achieved using single person pose estima-
tion. Pavlakos et al. [23] proposed a novel idea of output-
ting three-dimensional skeleton coordinates based on im-
ages, which innovatively divided the three-dimensional 
space into grids. Park et al. [24] suggested using two-di-
mensional skeleton information to estimate three-dimen-
sional human skeleton. Kanaza et al. [25] suggested restor-
ing global 3D human posture in a real environment. Alt-
hough these methods had good performance in predicting 
3D poses directly from input images in real-time, it was of-
ten difficult to measure their remaining errors. Pavlakos et 
al. [26] estimated the 3D heat map U-net network for each 
joint by extending it. 

The method based on hidden markov model (HMM) was 
a stochastic model based on transition probability and trans-
mission probability. It consisted of two parts, state and ob- 

servation. The probability of the current state of the system 
was only related to the state at the previous time, and was 
independent of other historical state conditions. Yamato et 
al. [27] first trained the HMM for matching in human pos-
ture recognition, and used Baum Welch algorithm to obtain 
HMM training parameters. Nguyen [28] proposed a hierar-
chical HMM, which had a multi-layer model structure and 
could clearly express the details of posture and behavior in 
human movement. Natarajan et al. [29] used the hierar-
chical variable HMM to model the human body in three lay-
ers. The top layer modeled the human comprehensive ac-
tion, and contained a separate Markov chain. The middle 
layer and bottom layer modeled the primitive behavior and 
body posture respectively. Ren et al. [30] proposed primi-
tives to address human gesture matching in theme-specific 
behavior recognition. Primitives were composed of features 
that described contextual information. Deep belief network 
(DBN) improved the efficiency and robustness of matching 
by integrating different weak information features and en-
hancing their functionality. Luo et al. [31] first introduced 
DBN into human posture behavior recognition for posture 
matching, indicating that due to the inclusion of further hid-
den nodes and observation points. Weinland et al. [32] pro-
posed motion history volumes (MHV) templates to describe 
human behavior based on free perspective. Fourier trans-
formed the templates in the cylindrical coordinate system, 
and finally used Fourier features to describe human behav-
ior posture. Park et al. [33] used a network to match behav-
ior and deep neural networks for multi part pose matching. 
On account of the demand for vast feature parameters, the 
dynamic Bayesian network method has a higher computa-
tional complexity. The method extracted useful features re-
lated to the target task from a given sequence of images or 
video frames, and then converted the feature sequence into 
a set of static templates. The test sequence was matched 
with the pre stored standard pose template. The template 
based matching algorithm had the advantages of less com-
putational complexity, but was more sensitive to sequence 
spacing and noise. Bobick et al. [34] proposed the spatio-
temporal template method, which utilized the accumulated 
binary images of moving image sequences and matched 
templates based on Hu moments. The similarity between 
templates in this method was measured using Markov dis-
tance. 

  

Ⅲ. HUMAN POSTURE BASED ON DEEP 
LEARNING IN PHYSICAL EDUCATION 

TEACHING  

3.1. Processing of Human Posture Data in Physical Ed-
ucation Teaching  

The artificial intelligence technology based on deep 
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learning has achieved excellent results in the area of human 
posture recognition. This method offers accurate funda-
mental data for action recognition and posture matching 
based on the video human posture feature information in 
sports teaching applications. And it can achieve precise 
analysis of human posture in time and space.  

In obtaining the position coordinate data of human pos-
ture bone points in a two-dimensional image, a pose esti-
mation model is employed to handle the image containing 
the human body to obtain the coordinate data of the bone 
points. Human pose research is an important research direc-
tion in the field of computer vision, aiming to infer the pose 
information of the human body, including positions and 
pose angles, through two-dimensional image or video data. 
It is mainly achieved through image processing and learn-
ing algorithms. Generally speaking, it can be divided into 
two main steps, namely human keypoint detection and pose 
estimation. Human keypoint detection refers to the detec-
tion of key points of human bones in two-dimensional im-
ages, that is the position of the human body. 

The pixel position coordinate data in the image is based 
on the fixed point in the upper left corner of the image as 
the origin, and posture matching is performed based on this 
coordinate data. When the relative position of the human 
body in the image is different, even if the action standard to 
be matched is not the same. Due to the different coordinate 
data of its bone points, the action is judged to be non-stand-
ard. Therefore, it is necessary to reposition the coordinate 
origin, select suitable bone points as the coordinate origin, 
reconstruct the relative coordinate system. It solves the 
problem of inconsistent bone point coordinate information 
caused by different positions and resolution scales of the 
human body in the image. The joint point of the midpoint 
of the shoulder joint is took as the origin (0, 0). The coordi-
nate system used for the raw data has the right horizontal 
direction as the x-axis, the vertical downward direction as 
the y-axis, and the upper left corner of the image as the co-
ordinate origin. The new skeleton space coordinate system 
is reconstructed. The center point of the shoulder joint is 
taken as the coordinate origin. The coordinate system refer-
encing the human skeleton space is formed, and the coordi-
nates of other bone points are recalculated and determined.  𝑝௜଴ = (𝑥௜଴, 𝑦௜଴) is used to represent the original coordi-
nate data of the i-th joint point, and 𝑝௜ଵ = (𝑥௜ଵ, 𝑦௜ଵ) is used 
to represent the coordinate data of the i-th joint point in the 
new coordinate system. Therefore, the original coordinate 
data of the shoulder joint midpoint with No. 1 is 𝑝ଵ଴ =(𝑥ଵ଴, 𝑦ଵ଴), and the coordinate of the shoulder joint midpoint 
in the new coordinate system is 𝑝ଵଵ = (0,0) . Taking the 
nose joint point with serial number 0 as an example, the 
nose coordinate data obtained is represented by 𝑝଴଴ =(𝑥଴଴, 𝑦଴଴). Then the coordinate data after the original data 

conversion in the new coordinate system is 𝑝଴ଵ = (𝑥଴ଵ, 𝑦଴ଵ), 
where 𝑥଴ଵ = 𝑥଴଴ − 𝑥ଵ଴, 𝑦଴ଵ = 𝑦଴଴ − 𝑦ଵ଴ . Therefore, for 25 
joint points, the coordinate data after the i-th joint point 
conversion is shown in equation (1). 

 𝑝௜ଵ = 𝑝௜଴ − 𝑝ଵ଴ = (𝑥௜଴ − 𝑥ଵ଴, 𝑦௜଴ − 𝑦10) = (𝑥௜ଵ, 𝑦௜ଵ).  (1)

 

Finally, the human posture joint points are standardized 
to achieve consistent pixel scale. And equation (2) is used 
to transform it. 

 ൤𝑥ᇱ𝑦ᇱ൨ = ቂ𝑧 00 𝑧ቃ ቂ𝑥𝑦ቃ. (2)
 

Among them, (𝑥ᇱ, 𝑦ᇱ) is the coordinate value of the hu-
man bone point in the standardized image. (𝑥, 𝑦) is the co-
ordinate value of the human bone point in the source image. 𝑧 = 𝑥௢,௝ଵ/𝑥௢,௝ଶ  is the scaling ratio. 𝑥௢,௝ଵ  is the coordinate 
data of nose in the standardized image, and 𝑥௢,௝ଶ  is the 
edge length of the source image, all measured in pixels. 

  
3.2. ResNet Network Principles 

ResNet model has deeper layers than general convolutional 
neural network model. ResNet, with its deep layers, provides 
a wider range of local receptive area, which is more conducive 
to processing tasks for instance detecting local key points of 
human posture. Of course, related safety needs to be consid-
ered on the other hand [35]. For deep learning, as the number 
of convolutional layers increases, the extracted features grad-
ually become more abstract and contain more semantic infor-
mation from low to high dimensions. But if we simply stack 
the convolution layer to increase the depth, the result is that the 
convolutional neural network has vanishing gradient problem. 
The biggest advantage of ResNet model is to figure out the is-
sue of vanishing gradient problem when the network level is 
very deep. 

The ResNet network alleviates the problem of gradient 
vanishing by introducing cross layer connections. In the 
process of backpropagation, traditional deep neural net-
works multiply the gradient layer by layer by the weight 
matrix, causing the gradient to continuously shrink and 
eventually disappear. The cross-layer connections in the 
ResNet network can directly transfer the input gradient to 
the subsequent layers, thus avoiding the problem of gradi-
ent vanishing. 

Generally, the expression of the loss function of the neu-
ral network is shown in equation (3). 

 𝐿𝑜𝑠𝑠 = 𝐹(𝑋௅, 𝑊௅, 𝑏௅). (3)
  

Among them, 𝑋௅  represents the input data of the L-th 
layer, 𝑊௅ represents the weight of the L-th layer, and 𝑏௅ 
represents the bias of the L-th layer. The core content of 
ResNet is the residual structure block, and a residual block 
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for 34-layer network of ResNet structure is displayed in 
Fig. 1(a) [36]. For obtaining a deeper model, the 2-layer 
modules in the 34-layer network are replaced with the 3 
layer "bottleneck" modules, which are 1×1, 3×3 and 1×1 
convolution. The first 1×1 is used to reduce dimensions, the 
third 1×1 is used to restore dimensions. The remaining 3×3 
layers reduce the dimensions of input and output. The re-
sidual blocks for 50-layer and 101-layer network of Res
Net are displayed in Fig. 1(b) [37]. 

The pose image in the 101-layer network of ResNet 
passes through one convolutional layer, one maximum 
pooling layer, four residual modules, finally the pooling 
layer and fully connected layer. In order to adapt to the re-
search task of key points, the original structure for 101-lay
er network of ResNet is modified by removing the final 
pooling layer and fully connected layer. The seventh mod-
ule is changed to a prediction layer, which outputs 14×2 di-
mensions of key point category prediction and 14 dimen-
sions of key point coordinate prediction. 

  
3.3. Method Driven Human Posture Research in Phys-

ical Education Teaching 
With the popularization of the Internet, the core of phys-

ical education teaching is the effective detection of human 
posture. The quality of human posture analysis plays a vital 
role in the learning process of students, contributes to en-
hance the overall strength of physical education, and has an 
important impact on the application of physical education. 
Therefore, the algorithm of human posture detection based 
on deep learning is studied, and the method of human pos-
ture estimation based on ResNet is proposed. The loss func-
tion of key point positioning is improved, which is of tre-
mendously significance to the progress of physical educa-
tion and teaching in the new era. 

  
3.3.1. ResNet Human Key Point Detection Model  

The ResNet human posture estimation model is com- 
posed of two parts. The first is the training model of the 

ResNet human key point detection network, and the second 
is the testing model of the ResNet human key point detec-
tion network. The training model is divided into the follow-
ing modules. The preprocessed human posture database 
corresponds to 14 key point annotations for each human 
body. It first passes through a convolutional layer, then 
passes through a pooling layer, and enters the residual block 
to obtain the category prediction and coordinate prediction 
of the 14 key points of this human body. Cross entropy loss 
is calculated for category prediction, and positioning loss is 
calculated for coordinate prediction. Then, a random gradi-
ent descent algorithm is adopted to iteratively optimize the 
weights and parameters of the network. After the training 
model converges, it is tested using unlabeled single person 
pose images. After passing through a convolutional and 
pooling layer, it enters the residual block to obtain 14 key 
point category predictions and coordinate predictions for 
this human body. The predicted key points are visualized 
and the coordinates of the key points are saved. 

The two core issues of human key point detection are the 
probability that the key points belong to each of the 14 cat-
egories, and the X and Y coordinates of the key points in the 
image. The key point detection model adopts the 101-layer 
depth residual network of ResNet, and the loss function as 
the optimization goal consists of two parts. The one part is 
the classification error of human key points, which is de-
fined as cross entropy loss. The other part is the positioning 
coordinate error of human key points, defined as the dis-
tance between predicted human key points and real human 
key points on the training dataset. 

The distance positioning is divided into three loss func-
tion, namely mean square loss, smoothed 𝐿ଵ loss, and hu-
ber loss Compared to the mean square loss, smoothed 𝐿ଵ 
loss is less sensitive to outliers and can prevent gradient ex-
plosion problems. The 101-layer depth residual network of 
ResNet is trained using random gradient descent, and there 
are two prediction results for human body static frame im-
ages. The one is the category of human body key point co-
ordinates, and the other is the position of human body key 
point coordinates. The total loss function is the total of the 
key point positioning loss and the key point coordinate re-
gression loss, as shown in equation (4). Among them, 𝐿௖௟௔௦௦௜௙௬is the regression loss of keypoint coordinates, and 𝐿௟௢௖௔௧௜௢௡ is the keypoint localization loss. 

 𝐿௧௢௧௔௟ = 𝐿௖௟௔௦௦௜௙௬ + 𝐿௟௢௖௔௧௜௢௡. (4)
  

3.3.2. Loss Model for Positioning Key Points of Human 
Posture  

For the research of human posture in the application of 
physical education teaching, two commonly used position- 
ing loss function are set first. The first is the mean squared 

 
  

Fig. 1. Residual block comparison graph of ResNet. 
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error loss 𝐿௠௦௘ , and the second is the smooth 𝐿ଵ  loss, 
called 𝐿௦௠௢௢௧௛௅ଵ. At present, the location loss function that 
has been widely used is the smooth 𝐿ଵ loss. SSD, other tar-
get detection frameworks all use the smooth 𝐿ଵ loss func-
tion as the location loss of target detection. 

Mean squared error loss function 𝐿௠௦௘ is the mean of 
the euclidean distance square of all sample estimates and 
predictions. It is defined as the sum of euclidean distances 
between predicted human key points and real human key 
points on each key point of each image on a batch of sam-
ples. xi and yi refer to the true coordinate values. xi

' and yi
' 

refer to the predicted coordinates. The number of samples 
are set to N, where i represents the i-th sample. A total of C 
keys is set for an image, as each key belongs to a different 
class. So, there are a total of C categories. The loss function 
is shown in equation (5). 

 𝐿௠௦௘ = ଵே ∑ ∑ ቄ൫𝑥௜௖ᇲ − 𝑥௜௖൯ଶ + ൫𝑦௜௖ᇲ − 𝑦௜௖൯ଶቅ .ଵସ௖ୀଵே௡ୀଵ   (5)
 

The smooth 𝐿ଵ loss is proposed in the Fast RCNN net-
work structure, and when the predicted value differs signif-
icantly from the target value, the gradient is prone to explo-
sion. Compared with 𝐿ଶ's loss, 𝐿ଵ's loss is more robust to 
outliers in the data sample and less susceptible to the influ-
ence of sample data that may be noisy. Because the loss of 𝐿ଶ is the main component of the loss when there are outli-
ers. If the actual value is 1 and predicted 10 times, one time 
the predicted value is 1,000, and the other times the pre-
dicted value is around 1. It is obvious that the loss value is 
primarily controlled by 1,000. The original definition of 
smooth 𝐿ଵ loss is shown in equation (6), where x is the im-
balance between the predicted value and the true value. 

 𝑠𝑚𝑜𝑜𝑡ℎ𝐿1𝑙𝑜𝑠𝑠 = ൜ 0.5𝑥ଶ 𝑖𝑓|𝑥| < 1|𝑥| − 0.5 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒ൠ. (6)
 

In the issue of human posture estimation and positioning, 
the smooth 𝐿ଵ  loss function is defined as the  𝐿௦௠௢௢௧௛௅ଵ 
loss between the predicted human key points and the actual 
human key points on each key point of each image on a 
batch of samples. First, the difference is calculated between 
the predicted coordinates and the actual coordinates, and 
then incorporated this difference into the smooth 𝐿ଵ loss 
function. Let the predicted key point position be expressed 
in vector form as Ppredicti, and the key point position in the 
real labeled data be expressed in vector form as Plabeli. The 
difference between the two is denoted as 𝑑𝑖𝑓𝑓, where i rep-
resents the i-th key point of a sample. 𝑑𝑖𝑓𝑓 calculates the 
sum of the absolute values of the prediction errors of all key 
points on a sample, which is a scalar, as shown in equation 
(7). The loss function 𝐿௦௠௢௢௧௛௅ଵ is displayed in equation (8). 

 𝑑𝑖𝑓𝑓 = ∑ ห𝑃ሬ⃗௟௔௕௘௟௜ − 𝑃ሬ⃗௣௥௘ௗ௜௖௧௜หଵସ௜ୀଵ . (7)
 

𝐿௦௠௢௢௧௛௅ଵ = ൜ 0.5(𝑑𝑖𝑓𝑓)ଶ 𝑖𝑓|𝑑𝑖𝑓𝑓| < 1|𝑑𝑖𝑓𝑓| − 0.5 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ൠ. (8)

 
3.3.3. Improved Loss Model for Positioning Key Points of 

Human Posture 
In the physical education teaching, human body move-

ments are a continuous and time-varying signal, and the 
corresponding observation posture sequence is also contin-
uous. Although there are various vector quantization coding 
methods to discretization continuous signal, human motion 
is a complex continuous time-varying signal, which may 
lead to a large amount of loss of effective information after 
vector quantization coding. So continuous hidden markov 
model (CHMM) is selected for human motion recognition. 
The description of human body posture still uses the rela-
tive distance between specific joints of the 3D skeleton, 
while the CHMM algorithm is used for human motion 
recognition. 

Huber loss is used as the loss for target localization. It is 
commonly used in regression problems. Huber loss 𝐿௛௨௕௘௥, 
the original function definition of huber loss, where the dif-
ference between the actual value and the predicted value is 
x, as shown in equation (9). 

 ℎ𝑢𝑏𝑒𝑟𝑙𝑜𝑠𝑠௞(𝑥) = ൜ 0.5(𝑥)ଶ 𝑖𝑓|𝑥| ≤ 𝑘𝑘|𝑥| − 0.5𝑘ଶ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒ൠ, (9)
 

where k is a set parameter, usually taken as 1, 2 ,3. The im-
pact of three parameters on the accuracy of key point detec-
tion is set to analyze. In the problem of human posture esti-
mation and localization, 𝐿௛௨௕௘௥௞  is defined as the huber 
loss between predicted and real human key points on each 
key point of each image on a batch of samples. First the 
difference is calculated between the predicted coordinate 
and the real coordinate, and then this difference is brought 
into the huber loss function. The prediction error uses equa-
tion (7), and the loss function 𝐿௛௨௕௘௥௞ is shown in equation 
(10). 
 𝐿௛௨௕௘௥௞(𝑑𝑖𝑓𝑓) = ൜ 0.5(𝑑𝑖𝑓𝑓)ଶ 𝑖𝑓|𝑑𝑖𝑓𝑓| ≤ 𝑘𝑘|𝑑𝑖𝑓𝑓| − 0.5𝑘ଶ 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ൠ. (10)

 

The impact of the value of k on the final key point detec-
tion effect is analyzed. When k is taken as 1, the specific 
equation of the loss function 𝐿௛௨௕௘௥௞ଵ is shown in equation (11). 

 𝐿௛௨௕௘௥௞ଵ(𝑑𝑖𝑓𝑓) = ൜ 0.5(𝑑𝑖𝑓𝑓)ଶ 𝑖𝑓|𝑑𝑖𝑓𝑓| ≤ 1|𝑑𝑖𝑓𝑓| − 0.5 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ൠ. (11)
 

Comparing equation (10) and (8), it was found that when 
k=1, the form of huber loss degenerates into a smooth 𝐿ଵ 
loss. When k=2, the loss function 𝐿௛௨௕௘௥௞ଶ  is shown in 
equation (12). When k=3, the loss function 𝐿௛௨௕௘௥௞ଶ  is 
shown in equation (13). 

 𝐿௛௨௕௘௥௞ଶ(𝑑𝑖𝑓𝑓) = ൜ 0.5(𝑑𝑖𝑓𝑓)ଶ 𝑖𝑓|𝑑𝑖𝑓𝑓| ≤ 22|𝑑𝑖𝑓𝑓| − 2 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ൠ. (12)
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𝐿௛௨௕௘௥௞ଷ(𝑑𝑖𝑓𝑓) = ൜ 0.5(𝑑𝑖𝑓𝑓)ଶ 𝑖𝑓|𝑑𝑖𝑓𝑓| ≤ 33|𝑑𝑖𝑓𝑓| − 4.5 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 ൠ. (13)
 

In the random gradient descent algorithm, the momen-
tum coefficient is added. The prominent advantages of the 
momentum method are firstly that it enables the network to 
converge more optimally and stably. Secondly, it reduces 
the oscillation process. The essence of the momentum 
method is equivalent to accelerating the gradient descent by 
adding a momentum coefficient to the original velocity vec-
tor in the direction of gradient descent. The updated equa-
tion is shown in equation (14). Where 𝑝𝑎𝑟𝑎𝑚 represents 
the weight parameter of the neural network, 𝑣 is the veloc-
ity, and 𝑔(𝑝𝑎𝑟𝑎𝑚)  represents the derivative. The 𝑚𝑢  is 
the momentum coefficient, and it is set to 0.9 in the model. 
The 𝑙𝑟 is the learning rate. 

 𝑣 = 𝑚𝑢 × 𝑣 − 𝑙𝑟 × 𝑔(𝑝𝑎𝑟𝑎𝑚)𝑝𝑎𝑟𝑎𝑚 = 𝑝𝑎𝑟𝑎𝑚 + 𝑣 . (14)
 

IV. EXPERIMENTS AND RESULTS 

4.1. Evaluation of Human Posture Testing for Models 
The operating system used in this experiment is Wi

ndows or a higher version of the system. In the hardware 
configuration, the CPU model is Intel i7-8700k, the GPU 
model is RTX2080ti, the memory is 64 GB, and the hard 
drive is 1 TB. The development language supports Python 
3.7 and JDK 17 or higher versions. The database platfor
m uses MySQL 5.6. 

On the dataset of physical education teaching, 300 pieces 
of data are randomly selected for testing. The evaluation in-
dex for human posture estimation uses the general indicator 
percent correct keypoints (PCK), which is defined as the 
amount of estimated key points in right way, accounting for 
the proportion of all key points in the entire test data, as 
shown in equation (15). 

 𝑃𝐶𝐾 = ேೖ೐೤೛೚೔೙೟೎೚ೝೝ೐೎೟ேೖ೐೤೛೚೔೙೟ೞೠ೘ . (15)
 𝑁௞௘௬௣௢௜௡௧௖௢௥௥௘௖௧ represents the number of correctly esti-

mated key points. 𝑁௞௘௬௣௢௜௡௧௖௢௥௥௘௖௧ represents the amount of 
all key points in the entire test data. Correct definition of 
key point estimation is that the euclidean distance between 
the estimated and the real coordinates is less than a specific 
threshold, which is set to 17×17. It means that the key point 
coordinates must be estimated correctly in the circular box 
with the radius of 17 as the real key point coordinates. If the 
threshold value is exceeded, the key point estimation is con-
sidered to be estimated incorrectly. Fig. 2 shows the PCK 
corresponding to the loss models. 

Quantitative analysis of the experimental results was car-
ried out to compare the positioning loss function. The posi- 

tioning accuracy at key points was convenient. The best 
model was the huber loss model for key point positioning, 
followed by the smooth 𝐿ଵ loss model for key point posi-
tioning, and finally the mean square error loss model for 
key point positioning. The reason for this result is huber 
loss. The smooth 𝐿ଵ loss model is less sensitive to outliers 
in the data than the mean square error loss. Huber loss and 
smooth 𝐿ଵ loss have higher robustness than mean square 
error loss. The accuracy of the model with three parameters 
k=1, 2, 3 are compared for using of huber loss as a loss func-
tion. The accuracy of the model corresponding to k=1 is 
78.3%, the accuracy of the model corresponding to k=2 is 
79.2%, and the accuracy of the model corresponding to k=3 
is 77.4%. Therefore, the optimal huber parameter is k=2. 

  
4.2. System Experiment Results 

The detection performance indicator used in the experi-
mental evaluation section is mAP, which is the average ac-
curacy mean and the average value of each category of AP. 
Its value range is between 0 and 1. The calculation is shown 
in equation (16). 

 𝑚𝐴𝑃 = ଵ௠ × ∑ 𝐴𝑃௜௠௜ୀଵ . (16)
 

Among them, AP is the average accuracy, which is the 
integral of the P-R curve. P represents the accuracy, and R rep-
resents the recall rate, as shown in equations (17) and (18). 

 𝑃 = ்௉்௉ାி௉. (17)
 𝑅 = ்௉்௉ାிே. (18)

 

TP is the true sample, representing the number of suc-
cessful predictions of positive classes as positive classes. 
FP is the false positive sample, representing the amount of 
errors in predicting negative classes as positive classes. FN 
is the false negative sample, representing the amount of er-
rors in predicting positive classes as negative classes. And 
TN is the amount of successful predictions of negative clas-
ses as negative classes. In addition, this experiment selected 

  

Fig. 2. PCK corresponding to four loss models. 
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IPR [38] and LAIPR [39] to conduct precision detection 
and evaluation experiments on the deep learning model on 
the dataset of physical education teaching. The IPR consid-
ers the characteristics of personalized web pages and con-
veys corresponding value based on differences in permis-
sions. By comparing the evaluation results, they were ana-
lyzed. The experimental results recorded using MATLAB 
are shown in Fig. 3, Fig. 4 and Fig. 5 respectively. 

Through the contrast of the deep learning model in Fig. 
3, it can be seen that with the increase of the human posture 
dataset in physical education teaching, the corresponding 
accuracy gradually increases. During the training process of 
the dataset, the average accuracy of the ResNet based hu-
man posture estimation method is higher than traditional 
IPR and LAIPR in analysis, indicating that the prediction 
results of the ResNet based human posture estimation 
method are close to the actual situation. 

Through the application comparison in Fig. 4, the Res-
Net based human posture estimation method has good man-
ifestation in the recall rate of the test dataset and is in a high 
position in the training set. The accuracy of the ResNet 
based human posture estimation method steadily increases 
with the increase of the sample set. And compared to tradi-
tional IPR and LAIPR, the research results on human pos-
ture in physical education teaching are more accurate. 

The human posture estimation method based on ResNet 
has proved its superiority compared with other methods. 
From the application comparison in Fig. 5 that in physical 
education teaching, the human posture estimation method 
based on ResNet has great advantages in recognition speed 
and accuracy with the increase of human posture sample set, 
so it is recommended to use the human posture estimation 
method based on ResNet in physical education teaching. 

In summary, in human posture research, ResNet based 
human posture estimation method perform best among var-
ious indicators. Therefore, in the teaching mechanism of 
physical education, it is recommended to use ResNet based 
human posture estimation methods for human posture 
recognition, which has practical significance for physical 
education teaching and application. 
  

V. CONCLUSION 

Based on the perspective of the intelligent era and tradi-
tional physical education teaching, this article utilizes deep 
learning technology in the area of artificial intelligence to 
study human posture. Human pose esti-mation is usually 
the basis for accurate recognition of human movements. 
The objective of human posture research is to discover dif-
ferent parts of the human body and estimate the coordinates 
of key points of joints. In response to the problem of low 
accuracy in traditional algorithms, this paper studies a deep 
learning based human posture detection algorithm, using 
the 101-layer network of ResNet, and proposes a human 
posture estimation method based on ResNet. And an im-
proved key point location loss function is proposed. Huber 
loss fun- ction is employed to compute the location loss. 
Three different key point location loss function are set, and 
the impact of different location loss function on the accu-
racy of the model is elaborated. Experiments show that hu-
ber error loss is used to replace mean square error loss to 
improve the accuracy of the model. Finally, based on exper-
imental consequences, it is shown that the ResNet based hu-
man posture estimation method has higher recognition ac- 

  

Fig. 4. Comparison of R changes among IPR, LAIPR, and ResNet.

  

Fig. 3. Comparison of P changes among IPR, LAIPR, and ResNet.

  

Fig. 5. Comparison of mAP changes among IPR, LAIPR, and Res-
Net. 
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curacy and better robustness compared to traditional IPR 
and LAIPR. This proves the effectiveness of the ResNet 
based human posture estimation method, which has practi-
cal significance for the deep learning driven human posture 
research in physical education teaching. 
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