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The Parameter Learning Method for Similar Image Rating Using
Pulse Coupled Neural Network
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Abstract

The Pulse Coupled Neural Network (PCNN) is a kind of neural network models that consists of spiking neurons and local connections.
The PCNN was originally proposed as a model that can reproduce the synchronous phenomena of the neurons in the cat visual cortex.
Recently, the PCNN has been applied to the various image processing applications, €.g., image segmentation, edge detection, pattern
recognition, and so on. The method for the image matching using the PCNN had been proposed as one of the valuable applications of the
PCNN. In this method, the Genetic Algorithm is applied to the PCNN parameter learning for the image matching. In this study, we propose
the method of the similar image rating using the PCNN. In our method, the Genetic Algorithm based method is applied to the parameter
learning of the PCNN. We show the performance of our method by simulations. From the simulation results, we evaluate the efficiency and

the general versatility of our parameter learning method.
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I. INTRODUCTION

Pulse-Coupled Neural Network (PCNN) [1][2] is a kind
of neural network model composed of spiking neurons and
local connections. The PCNN shows the temporary
synchronous dynamics of neurons’ firings. By using the
synchronous pulse dynamics of the PCNN, many
engineering applications of the PCNN have been proposed
especially in the fields of image processing, €.g., image
segmentation, edge detection, pattern recognition, image
matching and so on [2]-[8], where the two-dimensional
PCNN is used as shown in Fig.1.

The image matching method using the PCNN-Icon
[3]1[71[8] is one of the valid applications of the PCNN. The
PCNN-Icon is determined as the time series of the number
of firing neurons. In this method the PCNN-Icon is used as
an image feature amount, and a correlation coefficient of
the PCNN-Icons form two images is used for the decision
of their equality.

The PCNN has several parameters to be determined. It
has been shown that the parameter learning based on the
Genetic Algorithm [7][8][9] is effective in the method for
the image matching.

In this study, we apply the two-dimensional PCNN to the
similar image rating. In our method, the Genetic Algorithm

based method is used for the parameter learning. We
evaluate the effectiveness of the parameter learning method
by simulations. The results suggest the possibility of
application to the similar image search and the category
classification of images.

II. THE MODEL AND THE METHOD

2.1 Pulse Coupled Neural Network (PCNN)

Figure 1 shows the basic scheme of the image processing
using two-dimensional PCNN. The spiking neurons in the
PCNN are locally connected as shown in Fig. 1(a). The
neuron in the PCNN and the pixel in the processing image
are in one-to-one correspondence, and the intensity of the
pixel can be neuronal external input as shown in Fig. 1(b).

The neuron in the PCNN is composed of three parts, i.e.,
the feeding input, the linking input, and the pulse generator.
Figure 2 shows a simple schematic of the neuron in the
PCNN.

The Feeding input receives an external input such as an
intensity of the corresponding pixel, and the linking input
receives the inputs from other neurons. Assuming that the
neurons N, are arranged in a two-dimensional lattice so
as to correspond to the pixel X,,, oftheimage, the feeding
input receives the external stimulus from the pixel X,
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where m,n and i,j denote the coordinates of the neurons
and pixels. Also the linking input receives the output of
neighboring neurons as shown in Fig. 1(a).
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Fig. 1. The basic scheme of the image processing using PCNN
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Fig. 2. The schematic of the neuron N, in the PCNN

In this study, we assume that the feeding input F,,,, and
linking-input L,,, attime step t are given by,

X
Fon ()= "33 @

Lo (1) = L (- l)exp(_l/T L)
JFVLZ_:Z‘IWW,“Yij (t-1),

where 7; and V, are the parameters. The feeding input is
a normalized intensity of the corresponding pixel. The
linking input is updated with the neighboring neurons’
outputs. Synaptic weights W, ;; of the neuron N, and

2)

neighboring neuron N;; is given by,

W

mn,ij

(t)= %d (r>d), 3

0 otherwise.

In Eq. (3), d is given by,

. 2 . 2
dz\/(l—m) +(j-n)". 4
In Eq. (3) and (4), r and h are the parameters. Note that the
neuron has no synaptic weight to itself.
The pulse generator calculates the internal state of the

neuron. The internal state of the neuron N, attime step t
is given by,

Up (8) = B (1) (14 AL (1)), (5)

where [ is the parameter. When the internal state U,
exceeds the threshold T,,,, neurons N, fires. Firing
condition of the neuron N,,, at the time step tis given by,

1 U, (t) >T . (t)
0 otherwise.

Yo (t) = (6)

In Eq. 6, T, is the threshold and it is given by,

T (t+1)=T,. (1) exp(_l/T T ) VY, (1), )

where t; and V; are the parameters. The firing state of
the neuron is obtained by calculation of Egs. (1) to (7). The
firing states of the neurons are synchronously updated at
each time step. The time series of the number of firing
neurons in the PCNN is called the PCNN-Icon. Figure3
shows examples of PCNN-Icons.

In our previous study [7][8], these PCNN-Icons are used
as an image feature amount for the image matching. As
shown in Figure 3, similar PCNN-Icons are obtained from
same images, even if, the image is rotated or reduced.
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The parameters of the PCNN can be summarized to a set
of seven parameters in Egs. (1) to (7). The performance of
the application depends on these parameters. In this study,
we apply the parameter learning method based on the
Genetic Algorithm to obtain appropriate values of these
seven parameters.

2.2 Parameter Learning Method

In this section, we describe the PCNN parameter learning
method using the Genetic Algorithm. The Genetic
Algorithm is adaptive heuristic search algorithm based on
the evolutionary ideas from a natural selection and an
alternation of generations.

In our previous study [7][8], it has been proposed that the
Genetic Algorithm based method of the PCNN parameter
learning for the image matching. In this study, we apply the
similar method to the similar image rating.

To apply the Genetic Algorithm to the parameters
optimization, a set of real numbers of the seven PCNN
parameters is defined as a chromosome. The procedure of
the Genetic Algorithm is summarized as follows.

Step 1: Initialize the population
All of the chromosomes in the population are
initialized randomly.

Step 2: Fitness Function
Calculate the fitness of each chromosome. If the
fitness satisfies the condition, the parameters are
obtained. In other case, go to step 3.

Step 3: Best Chromosome Selection
Select the best fitness chromosome, and send it to the
next generation.

Step 4: Crossover and Mutation
The remaining chromosomes are modified by
Crossover and Mutation. Modified chromosomes are
sent to the next generation. Repeat this step until a
number of the next generation chromosomes are full,
then return to the step 2.

Figure4 shows a flow diagram of this procedure.

In our method, the seven learning PCNN parameters are f3,
Ty, Vi, Tr, Vp, hyand 7 in Egs. (1) to (7). In our method,
the number of chromosomes is 17, the crossover rate is 0.6,
mutation rate is 0.3, and elitism and roulette selection are
applied. The ranges of the real numbers are empirically
assumed to be [0.0, 20.48]. Stop condition of the Genetic
Algorithm is 1,000 iterations. The fitness is determined by
the correlation coefficient Cyxy(0 < Cyy < 1) of the
PCNN-Icons from image X and Y. The correlation
coefficient is given by,
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As shown in Eq. (8), Cxy is the normalized correlation
coefficient, where x, and y, are the number of the firing
neurons at the time step t. Also in Eq. (8), X and y are the
average of x, and y, through t =0 to t = t,,.. We
assume that the t,,4, is 100 in this study. The correlation
range is normalized to [0.0, 1.0]. Also, the fitness is given
by,

Fitness =) C,, +>(1-Cyy ) ©)

In Eq. (9), ZCeq means the summation of correlation
coefficients from the pairs of similar images, Z(l —Cq; ff)
means the summation of the values of formula including the
correlation coefficients from the pairs of non-similar
images. Figure 5 shows examples of similar images and
non-similar images.
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Similar images Non-similar images

Fig. 5. Similar images and non-similar images
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Fig. 6. Test Images for the parameter learning

ITI. SIMULATION RESULTS

In this section, we show the simulation results of the
similar image rating by our method. Figure 6 shows 18 test
images used in the parameter learning. The set of these
test images is composed of three similar image groups
i.e., the baseball bat, the piano, and the motorcycle. The
goal of this simulation is to find the similarity of the
images in the same group by similar image rating.

Figure 7 shows the results of the similar image rating

by the PCNN with random parameters. The value in each
cell shows the correlation coefficient of the PCNN-icons
from the 18 test images. Also, Figure 8 is the results from
the PCNN with parameters obtained by our method. In
these results, the colored cells show the top six of large
correlation coefficient. From these results, we can find
that our method can decide the appropriate parameters
for the similar image rating.

In order to show the general versatility of our
parameter learning method, we show the results of
similar image rating using unlearned images. Figure 9
shows nine test images for the simulation. Figure 10
shows the results of the similar image rating by the
PCNN with learned parameters using the images shown
in Figure 6. From the results, we can find that our method
has general versatility for the similar image rating.

IV. CONCLUSION

In this study, we applied our Genetic Algorithm based
PCNN parameter learning method to the similar image
rating using the PCNN, and evaluate its performances by
the simulation. The simulation results showed that our
method can find similarity among the same group images,
and it is applicable not only the learned images but also the
unlearned images.

The technique of the similar image rating can be a
component technology of the Content-Based Image
Retrieval (CBIR). We will apply our method to the CBIR
system and show its efficiency in our future work.

a b c d e f 1 h i j k | m n -] p q r
a 1 0.63 0| 0.506 0 0.72| 0.717| 0692| 0.748| 0659| 0661| 0.713| 0.725| 0.729| 0.705| 0.701| 0.635| 0.714
b 0.63 1 0| 0.469 0| 0621 0631| 0629, 0625 0.581| 0541| 0.633| 0638| 0615 0.573| 0.561| 0518 0.529
c 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d 0.506| 0.469 0 1 0| 0571 0551 0576, 0562 0482| 0481| 0.561| 0548| 0558| 0.553| 0.501| 0516 0.48
e 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
f 0.72| 0621 0| 0571 0 1| 0.945| 0932 0974 082| 0767| 0.981| 0971| 0955 0.861| 0.815| 0.758| 0.79%4
g 0.717| 0631 0| 0.551 0| 0945 1| 0935| 0959 085| 0772| 0956| 0957| 0956, 08%94| 0819 076| 0789
h 0.692| 0629 0| 0.576 0| 0.932| 0935 1| 00939| 0804| 0.732| 0.964| 0.944| 0922| 0834| 0.772| 0.712| 0.743
i 0.748| 0.625 0| 0.562 0| 0.974| 0.859| 0939 1| 0.857| 0802| 0.973| 0968| 0965| 0.902| 0.841| 0.766| 0.798
i 0.659| 0.581 0| 0482 0 0.82 0.85| 0.804| 0.857 1| 0826| 0824 0.843| 0826| 0935 091| 0.894| 0.863
k 0.661| 0.541 0| 0481 0| 0.767| 0.772| 0.732| 0.802| 0.926 1| 0.757| 0.774| 0.75| 0.881| 0.824| 0.787| 0.774
| 0.713| 0633 0| 0.561 0| 0981 0956| 0964| 0.973| 0.824| 0.757 1| 0977| 0954| 0.865 081 0.747| 0.781
m 0.725| 0638 0| 0548 0| 0971 0957| 0944| 0.968| 0843 0.774| 0.977 1| 0954| 0877| 0813| 0.754| 0775
n 0.729| 0615 0| 0.558 0| 0955 0856 0922| 0965  0.826 0.75| 0.954| 0.954 1| 0.879| 0.813| 0.763| 0.789
o 0.705| 0573 0| 0.553 0| 0.861| 0.894| 0.834| 0.902| 0935 0.881| 0.865| 0.877| 0879 1| 0932 0884| 0.877
p 0.701| 0.561 0| 0.501 0| 0815 0.819| 0772| 0.841 091| 0824 081| 0813 0813| 0932 1| 0922| 0935
q 0.635| 0518 0| 0.516 0| 0.758 0.76| 0712| 0.766| 0.894| 0.787| 0.747| 0.754| 0.763| 0.884| 0.922 1| 0919
r 0.714| 0529 0 0.48 0| 0794 0.789| 0.743| 0.798| 0.863| 0.774| 0.781| 0.775| 0.789| 0.877| 0.935| 0919 1

Fig. 7. The results with the random parameters
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a b c d e i I3 h i j k | m n ] p q r
a 1| 0983| 0996 0994| 0998| 0963 0423 0594| 0589| 0553| 0569 0625 0.772| 0781 0.741| 0675 0554| 0.722
b 0.983 1| 0988| 0959| 0973| 0.912| 0428| 0571| 0571| 0529| 0539| 0.579| 0.712| 0.706| 0.67| 0.609| 0505| 0.663
c | 0996 0988 1| 0983 0993| 0945| 0432 0597| 0589 055 0565| 0613 0.753| 0753| 0.715| 0.651| 0539| 0.704
d | 0994| 0959| 0.983 1| 0997| 0982 0429| 0613| 0.604| 0576| 0595 066| 0.742| 0733 0786 0.721| 0594 0.76
e | 0998 0973 0993| 0997 1| 0972| 0431| 0606/ 06| 0565 0582| 0.641| 0787 08| 076| 0694 0571 0738
f 0963| 0912 0.945| 0982 0972 1| 0484| 067| 0656| 0655 0681| 0.755| 0.79| 0809 0.778| 0.721| 0.701| 0.747
g | 0423| 0428 0432 0429| 0431| 0484 1| 0935/ 0937 0949 0966 0.978| 071| 0649| 0.688| 0.743] 0817 0.755
h | 0594 0571| 0597| 0613| 0606 067] 0935 1| 0984| 0979| 0969| 0983 0.758| 0805| 073| 0765 0802 0.791
i | 0588| 0571| 0589 0604 06| 0656| 0.937| 0984 1| 0964| 0842| 098] 0722 0778 08| 0733 0769| 0.752
j | 0553| 0529/ o055/ 0.576| 0565 0.655| 0.949| 0979| 0.964 1| 0991 0967| 0.782| 0.729| 0.764| 0.805| 0.797| 0814
k | 0569| 0539 0565 0595 0582| 0.681| 0.966| 0969| 0.942| 0.991 1| 0982 o811 0759| 0.703| 0.738| 0.802| 0.737
I | 0625 0579| 0613| 066| 0641| 0.755| 0.978| 0983 0897 0967| 0982 1| 0783 0911| 0.733| 0.739| 0793| 0.797
m | 0.772| 0712| 0753| 0.742| 0787| 079 071| 0758| 0.722| 0.782| 0811| 0783 1| 0988 0993 0985 0961 0994
n | 0781 0706 0753| 0733] 08| 0809| 0649 0805 0.778| 0.729| 0.759| 0.911| 0.988 1| 0995 0977| 0926 0973
o 0.741 0.67| 0.715| 0.786| 0.76| 0.778| 0688 0.73 08| 0.764| 0.703| 0.733| 0.993| 0995 1| 0992 094 0986
p | 0675 0609 0651 0721| 0694| 0721 0.743| 0765 0.733| 0.805| 0.739| 0.739| 0.985| 0977| 0.992 1| 0973] 099
q | 0554 0505| 0539 0594 0571| 0.701| 0817] 0.802| 0.769| 0.797| 0802 0793 0961| 0926] 094 0973 1| 0.961
r | 0722 0663| 0704 076 0738 0.747| 0.755| 0.791| 0.752| 0814| 0737| 0.797| 0.994| 0973| 0986 099| 0961 1
Fig. 8. The results with the parameters by our method
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