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I. INTRODUCTION  

  Pulse-Coupled Neural Network (PCNN) [1][2] is a kind 
of neural network model composed of spiking neurons and 
local connections. The PCNN shows the temporary 
synchronous dynamics of neurons’ firings.  By using the 
synchronous pulse dynamics of the PCNN, many 
engineering applications of the PCNN have been proposed 
especially in the fields of image processing, e.g., image 
segmentation, edge detection, pattern recognition, image 
matching and so on [2]-[8], where the two-dimensional 
PCNN is used as shown in Fig.1. 
  The image matching method using the PCNN-Icon 
[3][7][8] is one of the valid applications of the PCNN. The 
PCNN-Icon is determined as the time series of the number 
of firing neurons. In this method the PCNN-Icon is used as 
an image feature amount, and a correlation coefficient of 
the PCNN-Icons form two images is used for the decision 
of their equality.  
  The PCNN has several parameters to be determined. It 
has been shown that the parameter learning based on the 
Genetic Algorithm [7][8][9] is effective in the method for 
the image matching. 
  In this study, we apply the two-dimensional PCNN to the 
similar image rating. In our method, the Genetic Algorithm 

based method is used for the parameter learning. We 
evaluate the effectiveness of the parameter learning method 
by simulations. The results suggest the possibility of 
application to the similar image search and the category 
classification of images. 
 

II. THE MODEL AND THE METHOD 
 
2.1 Pulse Coupled Neural Network (PCNN) 

  Figure 1 shows the basic scheme of the image processing 
using two-dimensional PCNN. The spiking neurons in the 
PCNN are locally connected as shown in Fig. 1(a). The 
neuron in the PCNN and the pixel in the processing image 
are in one-to-one correspondence, and the intensity of the 
pixel can be neuronal external input as shown in Fig. 1(b). 
  The neuron in the PCNN is composed of three parts, i.e., 
the feeding input, the linking input, and the pulse generator. 
Figure 2 shows a simple schematic of the neuron in the 
PCNN. 
  The Feeding input receives an external input such as an 
intensity of the corresponding pixel, and the linking input 
receives the inputs from other neurons. Assuming that the 
neurons ܰ௠௡ are arranged in a two-dimensional lattice so 
as to correspond to the pixel ܺ௠௡ of the image, the feeding 
input receives the external stimulus from the pixel ܺ௠௡, 
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where ݉, ݊ and ݅, ݆ denote the coordinates of the neurons 
and pixels. Also the linking input receives the output of 
neighboring neurons as shown in Fig. 1(a). 
 

 
Fig. 1. The basic scheme of the image processing using PCNN 
 
 

 
Fig. 2. The schematic of the neuron ܰ௠௡ in the PCNN  

 
  In this study, we assume that the feeding input ܨ௠௡ and 
linking-input ܮ௠௡ at time step t are given by, 
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where ߬௅ and ௅ܸ are the parameters. The feeding input is 
a normalized intensity of the corresponding pixel. The 
linking input is updated with the neighboring neurons’ 
outputs. Synaptic weights ௠ܹ௡,௜௝ of the neuron ܰ௠௡ and 

neighboring neuron ௜ܰ௝ is given by, 
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In Eq. (3), d is given by, 
 

d  im 2  j  n 2
.     (4) 

In Eq. (3) and (4), r and h are the parameters. Note that the 
neuron has no synaptic weight to itself.  
  The pulse generator calculates the internal state of the 
neuron. The internal state of the neuron ܰ௠௡ at time step t 
is given by, 
 

Umn t   Fmn t  1Lmn t  ,    (5) 

where  is the parameter. When the internal state ܷ௠௡ 
exceeds the threshold ௠ܶ௡ , neurons ܰ௠௡  fires. Firing 
condition of the neuron ܰ௠௡ at the time step t is given by, 
 

Ymn t   1 Umn t   Tmn t ,
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  In Eq. 6, ௠ܶ௡ is the threshold and it is given by, 
 

Tmn t 1   Tmn t exp 1
 T

  VTYmn t ,   (7) 

where ்߬ and ்ܸ  are the parameters. The firing state of 
the neuron is obtained by calculation of Eqs. (1) to (7). The 
firing states of the neurons are synchronously updated at 
each time step. The time series of the number of firing 
neurons in the PCNN is called the PCNN-Icon. Figure3 
shows examples of PCNN-Icons.  
  In our previous study [7][8], these PCNN-Icons are used 
as an image feature amount for the image matching. As 
shown in Figure 3, similar PCNN-Icons are obtained from 
same images, even if, the image is rotated or reduced. 
 

 
Fig. 3. Example of PCNN-Icon  
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  The parameters of the PCNN can be summarized to a set 
of seven parameters in Eqs. (1) to (7). The performance of 
the application depends on these parameters. In this study, 
we apply the parameter learning method based on the 
Genetic Algorithm to obtain appropriate values of these 
seven parameters. 
 
2.2 Parameter Learning Method 

  In this section, we describe the PCNN parameter learning 
method using the Genetic Algorithm. The Genetic 
Algorithm is adaptive heuristic search algorithm based on 
the evolutionary ideas from a natural selection and an 
alternation of generations.  
  In our previous study [7][8], it has been proposed that the 
Genetic Algorithm based method of the PCNN parameter 
learning for the image matching. In this study, we apply the 
similar method to the similar image rating.  
  To apply the Genetic Algorithm to the parameters 
optimization, a set of real numbers of the seven PCNN 
parameters is defined as a chromosome. The procedure of 
the Genetic Algorithm is summarized as follows. 
 

Step 1: Initialize the population  
All of the chromosomes in the population are 
initialized randomly. 

Step 2: Fitness Function  
Calculate the fitness of each chromosome. If the 
fitness satisfies the condition, the parameters are 
obtained. In other case, go to step 3. 

Step 3: Best Chromosome Selection 
Select the best fitness chromosome, and send it to the 
next generation. 

Step 4: Crossover and Mutation 
The remaining chromosomes are modified by 
Crossover and Mutation. Modified chromosomes are 
sent to the next generation. Repeat this step until a 
number of the next generation chromosomes are full, 
then return to the step 2. 

 
  Figure4 shows a flow diagram of this procedure. 
In our method, the seven learning PCNN parameters are ߚ, 
߬௅, ௅ܸ, ்߬, ்ܸ , ݄, and ݎ in Eqs. (1) to (7). In our method, 
the number of chromosomes is 17, the crossover rate is 0.6, 
mutation rate is 0.3, and elitism and roulette selection are 
applied. The ranges of the real numbers are empirically 
assumed to be [0.0, 20.48]. Stop condition of the Genetic 
Algorithm is 1,000 iterations. The fitness is determined by 
the correlation coefficient ܥ௑௒ሺ0 ൏ ௑௒ܥ ൏ 1ሻ  of the 
PCNN-Icons from image X and Y. The correlation 
coefficient is given by, 

 
Fig. 4. Procedure of the Genetic Algorithm for the parameter 
learning 
 

CXY 
xt  x  yt  y t0
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(8) 

  
 As shown in Eq. (8), ܥ௑௒ is the normalized correlation 
coefficient, where ݔ௧ and ݕ௧ are the number of the firing 
neurons at the time step t. Also in Eq. (8), ̅ݔ and ݕത are the 
average of ݔ௧  and ݕ௧  through ݐ ൌ 0  to ݐ ൌ ௠௔௫ݐ . We 
assume that the ݐ௠௔௫ is 100 in this study. The correlation 
range is normalized to [0.0, 1.0]. Also, the fitness is given 
by, 
 

Fitness  Ceq  1Cdiff  .    (9) 

 

In Eq. (9), ∑ܥ௘௤  means the summation of correlation 

coefficients from the pairs of similar images, ∑൫1 െ  ௗ௜௙௙൯ܥ

means the summation of the values of formula including the 
correlation coefficients from the pairs of non-similar 
images. Figure 5 shows examples of similar images and 
non-similar images. 
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Fig. 5. Similar images and non-similar images 
 

 
Fig. 6. Test Images for the parameter learning 

 

III. SIMULATION RESULTS  

  In this section, we show the simulation results of the 
similar image rating by our method. Figure 6 shows 18 test 
images used in the parameter learning. The set of these 
test images is composed of three similar image groups 
i.e., the baseball bat, the piano, and the motorcycle. The 
goal of this simulation is to find the similarity of the 
images in the same group by similar image rating. 
  Figure 7 shows the results of the similar image rating 

by the PCNN with random parameters. The value in each 
cell shows the correlation coefficient of the PCNN-icons 
from the 18 test images. Also, Figure 8 is the results from 
the PCNN with parameters obtained by our method. In 
these results, the colored cells show the top six of large 
correlation coefficient. From these results, we can find 
that our method can decide the appropriate parameters 
for the similar image rating. 
  In order to show the general versatility of our 
parameter learning method, we show the results of 
similar image rating using unlearned images. Figure 9 
shows nine test images for the simulation. Figure 10 
shows the results of the similar image rating by the 
PCNN with learned parameters using the images shown 
in Figure 6. From the results, we can find that our method 
has general versatility for the similar image rating. 
 

IV. CONCLUSION 
 
  In this study, we applied our Genetic Algorithm based 
PCNN parameter learning method to the similar image 
rating using the PCNN, and evaluate its performances by 
the simulation. The simulation results showed that our 
method can find similarity among the same group images, 
and it is applicable not only the learned images but also the 
unlearned images.  
  The technique of the similar image rating can be a 
component technology of the Content-Based Image 
Retrieval (CBIR). We will apply our method to the CBIR 
system and show its efficiency in our future work. 
 

 

 
Fig. 7. The results with the random parameters 
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Fig. 8. The results with the parameters by our method 

 
 

 
Fig. 9. Test images 
 

 
Fig. 10. The results using test images 
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